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1  Introduction

Nowadays, in the field of robot vision, the control method 
that is called as visual servoing attracts attentions [1–4], 
can be classified into three major groups: position-based[5], 
image-based [6, 7], and hybrid visual servoing [8, 9].

The visual servoing, a method for controlling a robot 
using visual information in the feedback loop, is expected 
to be able to allow the robot to adapt to changing or 
unknown environments. Some methods have already been 
proposed to improve observation abilities, using stereo 
cameras [10], multiple cameras [11], and two cameras; 
with one fixed on the end-effector and the other one fixed 
in the workspace [12]. These methods obtain multiple dif-
ferent views to observe an object by increasing the number 
of cameras.

Recent researches on visual servoing are limited gener-
ally in a swath of tracking an object while keeping a certain 
constant distance [10, 13, 14]. However, the final objective 
of visual servoing seems to lie in approaching the end-
effector to a target object and then work on it, like grasp-
ing. In this case, the desired relation between cameras and 
the object is time varying, so such eye-vergence camera 
system is indispensable to keep suitable viewpoint all the 
time during the approaching visual servoing, utilizing the 
changeable cameras’ eye direction, so as to look at the tar-
get in the center of camera images. This advantage of eye-
vergence can be called “kinematical merit”.

It is easy to catch up to the object by the head’s motion 
of human in the case of the object moving slowly, but 
when the object become moving faster and faster, human’s 
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face can hardly keep position squarely to the object, while 
human’s eye can still keep staring at the object, because of 
its small mass and inertial moment. This another advantage 
of eye-vergence can be called “dynamical merit”.

These merits of eye-vergence concerning kinemati-
cal and dynamical effects are deemed to be important and 
useful to keep control stability of closed loop using visual 
feedback. Therefore, in this report, the merits of eye-ver-
gence visual servoing for tracking that enables the target to 
be seen at the center of images and avoids the influences 
of aberration of lens have been experimentally confirmed 
using eye-vergence function.

In the previous study [15], the system performance of 
position tracking has been analyzed in detail. However, for 
three-dimensional objects, except for the position tracking, 
the orientation tracking is also necessary. In this paper, we 
obtain the orientation tracking data of the system through 
the experiments in lateral direction. By conducting pose 
orientation and position tracking frequency experiment, 
the stable tracking ability can be confirmed based on the 
experiment results.

2 � 3D pose tracking method

In this paper, as shown in Fig. 1, a 3D-ball-object is used 
as 3D target object, whose size and color are known. How-
ever, other target with different kinds of shape can also be 
measured by model-based matching strategy if its character 
is given, for example, a model of fish is used to track fish 
in real time in [10, 16] a model of human face is used for 
human detection, in which perspective projection is utilized 
as projection transformation.

2.1 � Model‑based matching

Dual-camera eye-vergence approach has been described in 
detail, the following is summarized explanation about real-
time pose tracking method [17]. The 3D solid model named 
S of a rectangular block is shown in Fig. 2 (on the top). The 
set of coordinates inside of the dotted line block named R 
in Fig.  2 means searching space, where pose tracking is 
conducted on an assumption that the 3D marker in Fig. 1 
exists in the space R.

The model to detect 3D-ball-object has the same 3D 
structure with the 3D-ball-object. The model is represented 
in R by three double circles with light color, where inside 
of inner wide is named as Sin, and space between Sin and 
outer circle is named Sout.

The ith 3D model is represented by �i, whose 
pose is assumed to the defined by chromosome 

tx︷ ︸︸ ︷
10 · · · 10︸ ︷︷ ︸

12bit

ty︷ ︸︸ ︷
11 · · · 01︸ ︷︷ ︸

12bit

tz︷ ︸︸ ︷
01 · · · 10︸ ︷︷ ︸

12bit

ε1︷ ︸︸ ︷
11 · · · 10︸ ︷︷ ︸

12bit

ε2︷ ︸︸ ︷
10 · · · 10︸ ︷︷ ︸

12bit

ε3︷ ︸︸ ︷
10 · · · 01︸ ︷︷ ︸

12bit

.

Since the number of chromosome is n, Sin and Sout are 
renamed as Sin,k, Sout,k(k = 1, 2, . . . , n). Note that the 3D 
model composed of Sin,k and Sout,k which are 3D models, 
the sizes of the balls projected into 2D image of left camera 
and right one from 3D model are different, since the cam-
era depth distance of each ball is different in 3D space R in 
Fig.  2. Projecting Sin and Sout onto the 2D coordinates of 
left camera �IL and right camera �IR, and the left and right 
2D searching models, named SL and SR, are calculated and 
shown in Fig. 2 (on the bottom). Color information is used 
to search for the target object in the images. Supposing, 
there are distributed solid models in the searching space 
in �W, each has its own pose. To determine which solid 
model is most close to the real target, a correlation function 
used fitness function in genetic algorithm (GA) is defined 
for evaluation. Everyone of Sin have three small circles. 
And everyone of Sout have 3 rings. The relative positions 
of circles and rings are unchanged. Each pair of circle and 
ring corresponds with a color, and three pairs of circles and 
rings are corresponding to red, blue, and green. The higher 
coincidence degree between a circle and corresponding 
color ball is, the higher fitness is. Conversely, the higher 
coincidence degree between a ring and the corresponding 

Fig. 1   3D marker

Fig. 2   Definition of a solid model and left/right searching models
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color ball is, lower fitness will be. When the searching 
model fits to the target object being imaged in the right and 
left images, then the fitness function gives maximum value. 
This optimization problem is solved using the GA method.

2.2 � Online pose tracking using “multi‑step GA” 
method

For real-time visual control purpose, GA has been 
employed in a way denoted as “1-Step GA” evolution [18, 
20]. The used cameras’ frame rate is 30 fps. That means 
every 33 ms cameras output a new image to a computer. In 
the past, subject to computing speed of the computer, GA 
explore process per frame can be done only once, so it was 
called as “1-Step GA”. With advances in computing power 
of computers, the system can now explore multiple GA 
explore processes in each frame (actually 9 times). Accu-
racy has also been improved. Now it is renamed as “Multi-
Step GA”.

2.3 � Orientation recognition method using quaternion

The methods widely used to represent the orientation of 
3D object are Euler angles, angle–axis representation, 
and rotation quaternion. The first two methods are easy to 
understand. However, because the orientation singulari-
ties exist in the Euler angles and angle–axis representation 
methods, quaternion representation [19] has been adopted. 
The definition of unit quaternion is shown in Fig. 3. On the 
basis of axis–angle representation, a unit vector k indicates 
direction, and an angle θ describes the magnitude of rota-
tion around the axis. Using k and θ, quaternion q = {η, ε} is 
defined as follows:

where

(1)ε = sin
θ

2
k,

(2)ε = [ε1, ε2, ε3]
T
, k = [kx , ky, kz]

T
.

η is the scalar part of the quaternion, and ε is the vector part 
of the quaternion. They satisfy the following relationship of 
unit quaternion:

3 � Hand and eye‑visual servoing controller

3.1 � Hand‑visual servoing controller

The block diagram of our proposed hand and eye-vergence 
visual servoing controller is shown in Fig. 4. The hand-vis-
ual servoing is the outer loop.

Based on the above analysis of the desired-trajectory 
generation, the desired hand velocity W ṙd is calculated as 
follows:

where W rE,Ed and
W ṙE,Ed can be calculated from ETEd and 

EṪEd. KPP and KVP are positive definite matrix to deter-
mine PD gain.

(3)η2 + εTε = 1.

(4)W ṙd = KPP
W rE,Ed + KVP

W ṙE,Ed ,

Fig. 3   Definition of quaternion 
in the proposed system

(A) (B)

Fig. 4   Block diagram of the hand-visual servoing system
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The desired hand angular velocity Wωd is calculated as 
follows:

where E�ε is a quaternion error [19] calculated from the 
pose tracking result, and WωE,Ed is computed by trans-
forming the base coordinates of ETEd and EṪEd from 
�E to �W. In addition, KPO and KVO are suitable feed-
back matrix gains. The desired hand pose is defined as 
WψT

d = [W rTd ,
W εTd ]

T. In addition, the desired joint variable 
qEd and q̇Ed is obtained by the following:

where f−1(Wψd) is the inverse kinematic function and 
J+E (q) is the pseudo-inverse matrix of JE(q), which is the 
Jacobian about joint angles q, and J+E (q) = JTE(JEJ

T
E)

−1. 
The manipulator is 7 links, and the end-effector has 6-DoF, 
so q1 is set as 0 to remove the redundancy of the robot-PA 
10. Using the inverse kinematics, it can make the joint of 
angles approximately as the desired joint angles. The for-
mula of the desired joint angles was defined in the new 
controller as

where KP is positive gain.
The hardware control system of the velocity-based servo 

system of PA10 is expressed as

where KSP and KSD are symmetric positive definite matri-
ces to determine PD gain.

3.2 � Eye‑vergence visual servoing controller

The eye-vergence visual servoing is conducted by the inner 
loop of the visual servoing system, as shown in Fig. 4. In 
this paper, two pan-tilt cameras are used for eye-vergence 
visual servoing. Here, the positions of cameras are sup-
posed to be fixed on the end-effector.

For camera system, q8 is tilt angle, q9 and q10 are pan 
angles, and q8 is common for both cameras.

As it is shown in Fig.  5a and b, Ex
M̂

, Ey
M̂

, and Ez
M̂

 
express position of the detected object in the end-effector 
coordinate. The desired angle of camera joints are calcu-
lated by:

(5)Wωd = KPO
WRE

E�ε + KVO
WωE,Ed ,

(6)qEd = [q1d , . . . , q7d]
T = f−1(Wψd)

(7)q̇Ed = J+E (q)

[
W ṙd
Wωd

]

(8)q̇Ed = KP(qEd − qE)+ J+E (q)

[
W ṙd
Wωd

]

(9)τ = KSP(qd − q)+ KSD(q̇d − q̇)

(10)q8d = atan2(Ey
M̂
,
Ez

M̂
)

where l8L = l8R = 120 [mm] is the camera location. The 
controller of eye-visual servoing is given by

where KP and KD are positive control gain.
Because the motion of camera motor is an open loop, it 

is controlled to rotate a certain degree without getting the 
actual angle during the rotation, which makes the accurate 
camera angle cannot be got. Therefore, the desired camera 
angles are input in every 33 ms limited to a certain value.

(11)q9d = atan2(−l8R + Ex
M̂
,
E z

M̂
)

(12)
q10d = atan2(l8L +

Ex
M̂
,
E z

M̂
)

(13)q̇8Cd = KP(q8d − q8)+ KD(q̇8d − q̇8)

(14)q̇9Cd = KP(q9d − q9)+ KD(q̇9d − q̇9)

(15)q̇10Cd = KP(q10d − q10)+ KD(q̇10d − q̇10)

(a) (b)

Fig. 5   Calculation of tilt and pan angles

(a)

(b) (c)

Fig. 6   Frame structure of manipulator
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4 � Experiment of hand and eye‑vergence visual 
servoing

4.1 � Experimental system

Experiments were taken to verify the effectiveness of the 
hand and eye-visual servoing system through real robot-
PA-10 robot arm-manufactured by Mitsubishi Heavy 
Industries. In addition, two rotational cameras mounted 
on the end-effector are FCB-1X11A manufactured by 
Sony Industries. The frame frequency of stereo cameras 
is set as 30 fps. The image processing board, CT-3001, 
receiving the image from the CCD camera is connected 
to the host computer (CPU: Intel Core i7-3770 , 3.40 
GHz).

The structure of the manipulator and the cameras is 
shown in Fig.  6. The coordinates of the target object and 
the manipulator in experiment are shown in Fig. 7.

First, an experiment was made in which true object’s x, 
y, z, ε1, ε2, and ε3 are assumed to be given to servoing con-
troller. Then, it was carried out the 3 groups of experiments 
of frequency response. In these experiments, x-position, 
3-Dof position, and 6-Dof position/orientation are rec-
ognized, respectively. For every group angular velocities 
of the object, ω = 0.314, 0.628, and 1.256 [rad/s] are set 
separately.

4.2 � Experiment condition

EO, MO, and EC represent the initial hand pose, initial 
object pose, and midpoint of round-trip tracking move-
ments of hand, respectively. Therefore, their coordinate 
systems are defined as �EO, �EC, and �MO separately, as 
shown in Figs. 7 and 8. The homogeneous transformation 
matrix from �W to �EC and �MO is:

Target object motion function is

Target position and orientation relationship between the 
object and the end-effector is set as follows:

(16)WTEC =





0 0 − 1 − 690 [mm]

1 0 0 0 [mm]

0 − 1 0 485 [mm]

0 0 0 1





(17)WTMO =





0 0 − 1 − 1235 [mm]

1 0 0 − 150 [mm]

0 − 1 0 585 [mm]

0 0 0 1



.

(18)EdψM = [0,−100 [mm], 545 [mm], 0, 0, 0].

(19)EdψM = [0,−100 [mm], 545 [mm], 0, 0, 0].

The object is subjected to reciprocating motion of the sine 
wave in orbit. Pose relationship of the coordinate system 
of the object and the visual servoing system are shown in 
Fig. 7.

4.3 � Symbol meaning

M represents the object and M̂ represents the estimated 
object. Then, 

→

�M denotes the coordinate system that moves 
along with the object. The relationship between coordinate 
systems, such as the actual pose of the hand 

→

�E or the rec-
ognized pose of the object 

→

�
M̂

, is shown in Fig. 8. In the fig-
ure, 

→

� represents a coordinate system moving in the world 
coordinate system �W. The coordinate system represented 

Fig. 7   Object and the visual servoing system

Fig. 8   Object is reciprocating on the trajectory in lateral direc-
tion. Object and the system are shown from the x − z plane of �EC 
of hand. The initial position of the object �MO, actual object 

→

�M, 
detected object 

→

�
M̂

, initial position of the hand �EO, actual end-effec-
tor 

→

�E, and theoretical end-effector �Ed. At this moment, orientation 
ε �= 0, since orientation of �E and the one of 

→

�M is different
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by � keeps fixed in �W. In other words, 
→

�E, 
→

�Ed, 
→

�M,  
and 

→

�
M̂

 are all moving in �W. On the other hand, �EO, 
 �EC, and �MO keep fixed in the world coordinate system 
�W.

The motion of object M, hand E, and gazing point M̂ in 
the x-axis of �EC is represented by ECxM, ECxE, and ECx

M̂
 , 

respectively,as shown in Fig.  11. The distance between 
object and end-effector (hand) is expressed as

Tracking error of gazing point:

Tracking error of end-effector (hand):

As shown in Fig. 8 and Eq. (19), the desired value between 
object and hand is �xME = 0, �yME = −100mm , 
�zME = 545mm. And, of cause, the desired tracking error 
between gazing point and hand is 0, i.e., i

MM̂
= 0 and 

iEdE = 0.
In the previous research [21], the gazing point was not 

defined as the left and right eye-sight line intersection but 
as the intersection gL of sight line of left camera and the 
xMO − yMO plane in �MO in Fig.  9, so was right camera. 
Therefore, there were two gazing points gL, gR, as shown 
in Fig. 9. This definition is very different from human eyes. 
As shown in Fig. 9, to mimic human-eye system, the inter-
section of both cameras’ gazing directions is defined as the 

(20)�iME = ECiM − ECiE , (i = x, y, z).

(21)�i
MM̂

= ECiM − ECi
M̂
, (i = x, y, z).

(22)�iEdE = ECiEd −
ECiE , (i = x, y, z).

gazing point of cameras to examine trackability of the eye-
vergence system. As the gazing point has been calculated 
based on the recognition result of the object using multi-
step GA, recognition error is included in the estimated gaz-
ing point.

4.4 � Experiment results

4.4.1 � Relation between position diagram and real machine

Figure  10 shows the positional relationship between the 
hand and the object on the condition that the position and 
orientation all six variables need to be recognized. In addi-
tion, the motion period of the object is T = 20 [s]. Move-
ment trajectory of the object M, hand E, and gazing point 
M̂ is represented by dashed line ECxM, dotted line ECxE, and 
solid line ECx

M̂
, respectively. In the case of Fig.  10b, the 

hand is just in front of the object. In the case of (a) and (c), 
since the moving velocity of the object is fast, hand is not 
able to track the object. Since the tracking state of hand is 
the same as that of hand or camera in fixed camera system, 
ECxE in the figure also represents the movement of hand or 
camera in fixed camera system. At this time, it is clear that 
the distance between the hand ECxE and the object ECxM on 
the x-axis direction is farther than that between the gazing 
point ECx

M̂
 and target object ECxM of the camera. From the 

error between ECx
M̂

 and ECxM, it can be seen that it is easier 
for eye-vergence system to track the object than the fixed 
camera system.

4.4.2 � Position tracking result and analysis of the tracking 
experiment

As the object is reciprocating in the x direction, only the 
tracking result at the x-axis is given and analyzed, as shown 

Fig. 9   Cameras’ gazing point

(a) (b) (c)

Fig. 10   Eye-vergence system and object position
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in Fig.  11. Simultaneously the movement cycle is 10 s 
(ω = 0.628). As shown in Fig. 11, it is clear that the motion 
of hand has delayed against that of the object when the cycle is 
10 s. In addition, the deviation of the gazing point is less than 
that of hand. Therefore, it is obvious that the trackability of the 
eye-vergence system is better than that of the end-effector.

4.4.3 � Orientation tracking result and analysis of the 
tracking experiment

Orientation tracking result of the detected object and hand 
is shown in Fig. 12. The same as the tracking status of x, 
y, and z the quaternion variation of detected object is more 
frequent than that of hand. Since the camera mass is smaller 
than manipulator, so the moment of inertia is also smaller 
than that of manipulator. Therefore, it can adjust faster than 
manipulator. In Fig.  12, the phases of the detected object 
εE1, εE2, and εE3 are all earlier than that of the hand. That 
result is consistent with the control procedure. Compared 
with the end-effector, giving the camera freedom can make 
the camera more quickly to track the object during its trans-
form of the orientation.

5 � Conclusion

In this paper, the eye-vergence visual servoing controller 
of eye-vergence system has been described in detail. In 

Fig. 11   Movements of actual object Mx, detected object M̂x, and end-
effector Ex in the x, y, and z axes of the center coordinate system of hand 
�EC. The object’s pose x, y, z, ε1, ε2, and ε3 are recognized by camera

=0.628

Fig. 12   Quaternion changes of orientation of hand and detected 
object during tracking movement
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addition, the recognition and control results of both ori-
entation and position have been analyzed for the first time 
by tracking experiment to the 3D marker with 6 degree of 
freedoms. Finally, it is confirmed that not only position but 
also orientation trackability of the gazing point of eye-ver-
gence system are better than the trackabilities of the end-
effector (hand).
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