
Verification of Recognition Performance of Cloth Handling
Robot with Photo-model-based Matching

Khaing Win Phyu and Ryuki Funakubo
Graduate School of Natural Science and Technology

Okayama University
Japan

{p6nn3hpz, pip62k65}@s.okayama-u.ac.jp

Ikegawa Fumiya, Yasutake Shinichiro, and Mamoru Minami
Graduate School of Natural Science and Technology

Okayama University
Japan

minami-c@cc.okayama-u.ac.jp

Abstract—Recently, vision-based robots have been used in
the garment factories. However, deformable objects such as
cloths, strings have been difficult to be recognized and handled
automatically by robots. Moreover, robots have been facing
with two main problems in 3D cloth recognition and handling
performance. These problems are to judge that the cloth placed
in front of the robot is rightly the intended one to be handled and
to pick and place (handle) at a designated position automatically.
In this paper, model generation method from cloth photograph
and model-based matching method (recognition method) uti-
lizing Genetic Algorithm (GA) are presented. The proposed
system recognizes the target cloth and estimates the pose of
that cloth for handling even though the target cloth is occluded
partially and there are another cloth in the field of view of
robot’s camera. In this paper, 3D recognition accuracy has been
confirmed experimentally by using 12 different samples cloths.
　

Keywords—Genetic Algorithm, model-based matching, cloth
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I. INTRODUCTION

In recent years, the increase in the aging population
and the decline in the birth rate have led to an increase
in a shortage of the labor force in Japan. Additionally, an
automated robot has the ability to work at a constant speed
without pausing for rest breaks, sleep or vacations, and
ultimately has higher productivity than a human worker. In
the mail-order system of the company, employees classify a
large number of goods manually every day. So, searching for
items and sorting them are tasks that people do every day in a
textile mill. On the other hand, the robot has more advantages
than employees such as higher work efficiency and precision.
Therefore, our research group has developed a robot that is
capable of automatically classifying and handling garment by
using the visual servoing system.

There are so many studies on recognizing deformable
object, especially cloths have been done[1]. However, most of
them are based on monocular vision. In our previous works,
we have developed a three-dimensional move on sensing
system named as 3D-MoS using two cameras as stereo vision
sensors. In our laboratory, pose tracking abilities with two
stereo cameras as vision sensors [3] has been done previously.
In another study, multiple cameras [4] and two cameras;

with one fixed on the end-effector, and the other fixed in
the workspace [5] have been done. In this paper, 3D model-
based matching method and dual-eye cameras are applied
to estimate the pose (position and orientation) of the robot
relative to the target cloth without defining the target cloth’s
size, shape, color, design and weight. The correlation function
between the model and the target object estimated is designed
model based matching. Genetic Algorithm (GA) has been
developed to search the best model that can represent the
pose of the target object [6], [7]. The basic concepts of GA
is discussed in [8]. The effectiveness of 3D model-based
matching method and developed GA have been confirmed
in guidance and control of underwater robot (3D-MoS/AUV)
[9]. A cloth detection method based on Image Wrinkle Fea-
ture was proposed in [10]. The purpose of [11] is to recognize
the configuration of cloth articles. But, the folding model is
always needed to initialize the proper fold direction, which
is the weak point of the study in [11]. The configuration of
the proposed system is shown in Fig. 1. In this configuration,
three cameras are used as vision sensors. The first camera is
used for model generation. The other two which are fixed
at the end-effector of the mobile manipulator (PA10 robot)
are used for recognition based on the photograph mode.
PA10 with 7-DoF (Degree of Freedom) is being used for
recognition and pose detection operations.
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Fig. 1. System configuration



II. PROPOSED PHOTOGRAPH MODELING-BASED CLOTH
RECOGNITION

There are two main portions in the proposed system. The
first portion is cloth model template generation and the latter
is relative pose estimation using generated model template
through model-based matching method. Here is a description
of the kinematics of stereo-vision before the explanation of
proposed system in details.

A. Kinematics of Stereo-Vision

The relationship with the world coordinate system of the
manipulator ΣW , the hand coordinate system ΣH and the
target object coordinate system ΣM are shown in Fig. 2.
Perspective projection of dual-eyes vision system is shown
in Fig. 3, ΣCR and ΣCL represent the coordinate system of the
left and right cameras and the left and right cameras’ images
are represented as ΣIR and ΣIL. According to the coordinate
system of dual-eyes in Fig. 3, the i-th point of the solid
model can be represented as the simultaneous transformation
matrix CRT M . Firstly, a homogeneous transformation matrix
from right camera coordinate system ΣCR to the target object
coordinate system ΣM is defined as CRT M . Secondly, the
arbitrary i-th point on the target object defined on the model
in ΣCR is named as CRri and similarly, the object as viewed
from the search point i-th on the model in ΣM is named as
Mri. Then, CRri can be calculated by using (1),

CRri = CRT M
Mri. (1)

where Mri is predetermined fixed vector.

By using the homogeneous transformation matrix W TCR
from the i-th point world coordinate system in ΣW to the right
camera coordinate system ΣCR and the left camera coordinate
system ΣCL are achieved as (2) and (3),

W ri = W TCR
CRri. (2)
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Fig. 2. Coordinate systems of 3D-MoS robot

W ri = W TCL
CLri. (3)

Equation (4) represents the projective transformation ma-
trix P.

P =
1
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0 Ix0 0

0 f
ηy

Iy0 0

]
. (4)

The position vector of the i-th point in the right and left
camera image coordinates IRri and ILri can be described by
using P as shown in (4) of the camera as (5) and (6).

IRri = P CRri. (5)
ILri = P CLri. (6)

By using the same procedure, CLri is possible to define
as the kinematic relation from ΣCL to ΣM and CLT M whether
it is described by the following (7).

CLri = CLT M
Mri. (7)

Then (5) and (6) are connected by an arbitrary point on
a 3D-model Mri in ΣM with the pose of ΣM that is based
on ΣCR and ΣCL (CφM) to the projected point on the left and
right camera’s images ILri and IRri which can be rewritten
as (8). {

IRri = f R(CRφ M, Mri)
ILri = f L(CLφ M, Mri).

(8)

B. Cloth Model Generation

In this system, three cameras are used as the vision
sensors. A background image is captured by the first camera
as shown in Fig. 4 (a) and the average hue value of the
background image is calculated. The next step is to put a
cloth in the background as shown in Fig. 4 (b). Then, the
hue value of each point in the image acquired by scanning
individual pixel is compared with the average hue value of
the background image which is generated the surface space
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Fig. 4. Process of model generation

Sin of the model as shown in Fig. 4 (c). Finally, the outside
space Sout of the model is generated by enveloping Sin as
shown in Fig. 4 (d).

C. Model-based Matching Method

In the top of Fig. 5, the space on the surface of the model
is specified as Sin(φM). The outside space enveloping Sin(φM)
is denoted as Sout(φM). In the left bottom of Fig. 5, there is a
left 2D searching model named SL(φM), including SL,in(φM)
and SL,out(φM). In the right bottom of Fig. 5, there is a right
2D searching model named SR(φM), including SR,in(φM) and
SR,out(φM). These models in left and right cameras’ images
are projected from the model in 3D space. The models
are randomly generated in the 3D searching area with each
relative pose. In Fig. 5, the 3D solid model is projected from
3D searching area to 2D (left and right) image planes. The
projected models on the left and right cameras’ images planes
are located in the corresponding pose of the 3D solid model.
The matching degree between the projected model and the
captured image are determined by using the fitness function.
If the captured image coincides with the projected image, the
pose of the real target object will be obtained precisely as
shown in Fig. 5.

D. Definition of Fitness Function

The matching degree of each point in model space
(SL,in(φM) and SL,out(φM)) and that of captured image can
be calculated from designed fitness values as shown in (9)
and (10). Similarly, a function pRin(

IRri) and pRout(IRr j) are
calculated for the right camera image. Equation (11) repre-
sents the evaluation function F(CφM). F(CφM) is achieved by
the average of the fitness function of both left camera image
FL(CLφM) and right camera image FR(CRφM).

pLin(
ILri) =





2, if(|HIL((ILri))−HML((ILri))| ≤ 30);
−0.005, if(|H̄B −HIL((ILri))| ≤ 30);
0, otherwise.

(9)
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Fig. 5. Model-based matching

pLout(ILr j) =
{

0.1, if(|H̄B −HIL((ILr j))| ≤ 20);
−0.5, otherwise.

(10)

where

• HIL(ILri): the i-th point in SL,in and the hue value of
the left camera image at the point ILri,

• HML(ILri): the i-th point in SL,in and the hue value of
the left camera image at the point ILri on the model
,

• HIL(ILr j): the j-th point in SL,out and the hue value
of the left camera image at the point ILr j,

• H̄B: the average hue value of the background image

F(CφM) =





(
∑

IRri∈
SR,in(CRφM)

p(IRri)+ ∑
IRr j∈

SR,out (CRφM)

p(IRr j)
)

+
(

∑
ILri∈

SL,in(CLφM)

p(ILri)+ ∑
ILr j∈

SL,out (CLφM)

p(ILr j)
)




/2

=
{

FR(CRφM)+FL(CLφM)
}

/2 (11)

E. GA (Genetic Algorithm)

In proposed 3D model-based recognition method, the
problem of recognition the target object and detecting its
pose are converted into an optimization problem. GA is
used as an optimization method for cloth recognition in this
experiment. The reason why we choose the GA is based on its
simplicity, repeatable ability and especially effectiveness in
the recognition performance. Fig. 6 shows the GA evolution
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process for recognition. In this figure, the cloth picture is
the target object and the rectangular shape dotted line is the
model. There are many models located in the searching area
with the same shape and color but the models have different
poses. Firstly, the GA individuals have randomly generated
in the searching area as the 1st generation. Secondly, the
fitness value of each individual is calculated and sorted the
calculated results based on the rank of the fitness value.
And then the best individuals are selected from the current
population and the weak individuals are removed. The next
generation is reproduced by making crossover and mutation
from the selected individuals. Finally, the true pose of the
target object is obtained with the highest fitness value through
the GA evolution process. Each individual chromosome has
six variables (12bits × 6 = 72 bits). The first three variables
(36bits) represent for the position of a model in 3D space
as (tx, ty, tz) and the last three variables (36bits) represent for
the orientation of the 3D model as (ε1,ε2,ε3) in quaternion.
And then, the characteristics of GA individuals as shown in
below;

tx︷ ︸︸ ︷
01 · · ·01︸ ︷︷ ︸

12bits

ty︷ ︸︸ ︷
00 · · ·01︸ ︷︷ ︸

12bits

tz︷ ︸︸ ︷
11 · · ·01︸ ︷︷ ︸

12bits

ε1︷ ︸︸ ︷
01 · · ·01︸ ︷︷ ︸

12bits

ε2︷ ︸︸ ︷
01 · · ·11︸ ︷︷ ︸

12bits

ε3︷ ︸︸ ︷
01 · · ·10︸ ︷︷ ︸

12bits

.

III. EXPERIMENTAL ENVIRONMENT

There are two units in an experimental environment. One
is for cloth model generation including one camera as shown
in Fig. 7. Another one is end-effector equipped with two
cameras installed in manipulator’s end-effector as shown in
Fig. 8. In Fig. 7, the distance from the camera lens to
the model creating plane is 400 mm and the color of the
background plane is green. The size of cloth models can
be up to 250mm × 200mm. Each coordinate system of the
robot and the cloth used in this experiments are shown in
Fig. 8 and Fig. 9. The cloth coordinate system is represented
as ΣM and ΣH defined as the hand coordinate system of

the robot end-effector. ΣM can be viewed from (x=0, y=0,
z=580mm). It is centered on the recognition range of the
position as a reference of the 510mm × 390mm. The size
of the collection box is a 220mm × 220mm as shown in
Fig. 9. 12 different cloths (No.1, No.2, . . . , No.12) have
unrepeatable color, size, shape and weight samples which
are used in this experiment as shown in Fig. 10. Each item
of cloth must be recognized individually to confirm the
recognition accuracy of the proposed system.

IV. EXPERIMENTAL RESULTS AND DISCUSSION

Fig. 11 shows the different experiments of cloth No.3.
Fig. 11 (a), (b) and (c) show environment without distur-
bance, recognition of partly hidden cloth and identification
of two pieces of cloths such as No.3 and No.4 cloths
respectively. To evaluate the recognition accuracy, the full
search method is used to compare with the estimated pose by
proposed system. In full search method, the pose of the target
cloth is searched by scanning all possible pixels in the entire
searching area. Fig. 13 shows the recognition comparison
of fitness distribution in x-y plane between the full search
and the GA search process. Fig. 12 shows the recognition
accuracy of all cloths (No.1∼No.12).

A. Recognition without disturbance

Among 12 different cloths, we will discuss in detail about
the experiments of cloth No.3 in this section according to the
three different features of the cloth No.3. There are small
size, colorful pattern and light weight. As shown in Fig.
11 (a), cloth No.3 is placed in the vicinity of (x,y)=(0,0).
Fig. 13 (a) shows the fitness distribution in the x-y plane of
cloth No.3 as 2D view and Fig. 13 (b) shows as 3D view.
Fig. 13 (b) shows clearly that the maximum fitness function
value of a peak in the fitness function distribution can be
searched by the evaluation process of GA model after 100
times evaluation. The fitness value reaches the maximum at

Model generation limit

Camera for model generation

200

400

420

250

560

Fig. 7. Environment of model generation (unit is (mm) in Figure 7)
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the peak of a mountain at 0.85 and the position is (9,11)
(mm) in Y-plane. There was only one peak in the fitness
distribution which means that the target object (cloth No.3)
and the model are matching well.

B. Recognition of partly hidden cloth

In this experiment, about 45% of cloth is hidden by the
blue paper as shown in Fig. 11 (b) and that hidden cloth No.3
is put near (x,y)=(0,0) for recognition performance. After 100
times evaluation, the evolution process of GA is shown in
Fig. 13 (c) and (d). The maximum fitness value 0.32 can be
seen at (x,y)=(-6,0) in the fitness distribution as the peak of
the mountain shape. Fig. 13 (c) and (d) confirmed that GA
converged correctly with the pose of the target object and
recognized the partly hidden No.3 cloth.
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Fig. 9. Coordinate system of target object (unit is (mm) in Figure 9)

C. Identification of two cloths

In Fig. 11 (c), cloth No.3 put in the range of x<0 and
cloth No.4 put in the range of x>0. The evolution process
of GA at 100 times evaluation is indicated in Fig. 13 (e)
and (f). The peak of cloth No.3 appear at (x,y)=(-111,21)
and the peak of cloth No.4 can be seen at (x,y)=(89,24) with
respective fitness value of 0.788 and 0.66. GA converged
individually in this experiment. The maximum value of the
highest mountain of the peak represents for the cloth No.3
and also it has been confirmed that the cloth No.3 has been
recognized among two different cloths.

D. 1000 times recognition experiment

Fig. 12 shows the histogram of the pose estimation error
for 1000 times recognition experiment for all cloths. Fig. 12
(a) and (b) show the mean error ±3σ (standard deviation)
which are within ±10 (mm) for position X and Y. The
orientation for angle θ is within ±10◦ as shown in Fig. 12 (c).
From these histogram results, all the cloths (No.1∼No.12)
can be recognized without any problems.

CONCLUSION

In this paper, we have proposed a photo-model-based
matching method to detect the target cloth and estimate
the pose of the target object. GA can converge correctly
between the generated model and the undefined target cloth.
Moreover, in this experiment, 100 times generation is applied
for the evolutionary process. The recognition accuracy is
analyzed in terms of the histogram of pose estimation error.
Recognizing the deformable different cloths automatically,
estimation of the 3D pose of the target object and recognizing
the cloth under changing and unknown environment by our
proposed photo-model-based cloth recognition system have
been confirmed experimentally to be applied in the garment
factories.

No.1

No.12No.11No.10No.9

No.8No.7No.6No.5

No.4No.3No.2

Fig. 10. Target objects (No.1∼No.12) cloths
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