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Abstract
The Autonomous Underwater Vehicle (AUV) is used for underwater exploration of the sea floor. The AUV uses an Inertial 
Navigation System (INS) to recognize its position in the water, through the position estimation error of the INS increases 
with time. As the INS accumulated error increases, the success rate of the task decreases. Global Positioning System (GPS) 
is used for all kinds of vehicles moving on the ground or in the air; however, it cannot be widely utilized in water because 
radio signals cannot penetrate into the deep water. Therefore, how to eliminate the INS error is an important topic for the 
AUV. In this study, we propose a stereo-vision-based navigation system applied to the AUV to reset the integrated INS error. 
The experiments of the AUV navigation and returning to the docking station were conducted in the test tank by means of the 
INS and the stereo-vision system. The experimental results show that our proposed method is capable of docking the AUV 
and resetting the integrated INS error.
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1  Introduction

Underwater vehicles are used for tracing submarine cables, 
surveying submarines, and inspecting the underwater struc-
tures [1–3]. All of these tasks require considerable working 
time underwater. In those underwater tasks, two main types 
of underwater vehicles are used: Remotely Operated Vehicle 
(ROV) and Autonomous Underwater Vehicle (AUV). Both 
of those underwater vehicles rely on different types of power 
sources. ROV uses cables to obtain power from the ground 
or from the mother ship, while AUV uses a battery to obtain 
power. In terms of the ROV, the cable could be damaged by 
friction with rocks on the sea floor, and the tension of the 

several-thousand-meter cable adversely affects the naviga-
tion of the vehicle in deep sea. Although the AUV does 
not have the cable problem, its operation time is limited 
by the battery capacity. When AUV has a continuous elec-
tricity supply, it can perform underwater tasks better than 
ROV. To ensure the continuity of the electricity supply for 
AUV, in this study, an underwater docking function is used 
to recharge the battery.

There are three stages in the recharging operation: (1) 
long-distance navigation, (2) approach, and (3) short-dis-
tance docking. While returning to the docking station for 
recharging battery, AUV utilizes the navigation system, 
such as the Inertial Navigation System (INS) and sonar 
sensors. To recharge the battery successfully, the charg-
ing plug of the AUV and the charging socket of the dock-
ing station must be mechanically coupled. Therefore, the 
control system requires a high level of positioning preci-
sion in order to achieve the docking operation. However, 
the positioning precision of both INS and sonar sensors 
is not enough to achieve such docking operations [4–6]. 
Besides, the INS has the greatest defect that the error 
accumulates with time. To improve the positioning preci-
sion and correct the defect, the INS must work in tandem 
with another system, such as GPS or Doppler Velocity 
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Log (DVL). However, the GPS signals do not reach to the 
deep sea, and the DVL shows the distance and relative 
velocity to the seafloor, but not the absolute position. As 
for the AUV normal navigation system used in the under-
water task, the success rate of the task decreases as the 
INS accumulated error increases. In order to perform the 
underwater recharging operation, two requirements must 
be fulfilled: (1) the elimination of integrated INS error 
also called dead-reckoning error, (2) the improvement of 
positioning accuracy of the control system.

There are many studies on the high precision of the 
underwater recharging system [7–10]. Our research team 
used a stereo-vision-based navigation system to realize 
high accuracy docking control system [11–16]. [11–14] 
verify the stability of the proposed stereo-vision-based 
navigation system in a simulation pool and have performed 
docking operation in the real sea environment. [15, 16] 
confirmed the feasibility area of the proposed system for 
the docking operation in the simulation pool with different 
turbidity and distance. To conclude, the previous studies 
provide an effective method to perform the docking opera-
tion. However, those previous works focus on only dock-
ing operation, but the point that the docking means is not 
only for recharging of battery but also resetting the inte-
grated INS errors. Therefore, in this study, the proposed 
stereo-vision-based navigation system has been integrated 
in the AUV navigation system to confirm the practicality 
of the AUV system. The shortcoming of the AUV naviga-
tion system is related to the accumulated INS errors. The 
INS errors has been firstly and practically confirmed to be 
eliminated using real AUV by resetting the accumulated 
integration error of dead-reckoning navigation system, 
which enable the AUV to navigate itself by dead-reckoning 
in an extent with the integration errors being kept low than 
certain allowable errors. This is the point of this paper to 
be evaluated.

Since the underwater vehicle used in this study is differ-
ent from previous ones, the stability of the proposed sys-
tem used on the AUV must be verified by two preliminary 
experiments. One is an iterative docking experiment to con-
firm that the proposed system of the AUV is functioning 
properly. Ocean currents in the real sea environment disturb 
the AUV; thus, the other experiment tests the robustness of 
the AUV, especially when the AUV is affected by an external 
force during the docking operation. Next, the comprehen-
sive experiment simulates the process of AUV performing 
a recharging operation. The AUV uses a normal navigation 
system to approach the docking station, and then it uses a 
stereo-vision-based navigation system to complete the dock-
ing operation. The experimental results show that the pro-
posed system for the AUV allows its underwater movement 
and docking. Also, the integrated INS error is reset after the 
AUV completes the docking operation.

2 � Hardware for the recharging operation

The hardware used in this study is divided into three parts: 
Recognition Unit, AUV, Docking Station with lighting 3D 
Marker. The experiment simulates a realistic recharging 
operation by inserting three docking poles on the AUV into 
three docking holes on the docking station. The hardware for 
the recharging operation is explained in this section.

2.1 � Recognition unit

In our proposed recognition system, the real-time pose 
estimation method is composed of the 3D model-based 
matching method and the Real-time Multi-step Genetic 
Algorithm(RM-GA) [17], so that a target object will be 
recognized by stereo vision. The recognition program is 
installed on the computer called GA-PC,has shown in Fig.  
1b. The GA-PC that processes camera signals and sends 
operational instructions to the AUV is installed in a pres-
sure container. Two interface boards are used in the GA-PC 
to receive images from the stereo-vision camera on the 
AUV. Figure  1a shows the overall block diagram for the 
proposed system. By using the real-time estimated relative 
pose between the AUV and the target object, GA-PC sends 
maneuver command signals to the AUV via TCP/IP.

2.2 � Autonomous underwater vehicle

This study uses the hovering-AUV named as Hobalin, which 
has been developed by the National Maritime Research Insti-
tute Japan in the project of SIP[18, 19]. As shown in Fig. 2, 
ΣH is the coordinate system of the AUV, and the origin is the 
center point between the two cameras. The specification of 
the AUV is shown in Table 1. In the docking operation, the 
stereo-vision camera and three docking poles are attached 
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Real-time 3D Pose estimation

Right Camera Image
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Fig. 1   a Block diagram of the proposed system and b Photo of the 
GA-PC
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to the front of the AUV. The GA-PC installed in a pressure 
container is fixed to the rear of the AUV.

2.3 � Docking station with lighting 3D Marker

The unidirectional docking station is designed to demonstrate 
underwater battery recharging, as shown in Fig. 3. The dock-
ing station is 0.60 m long × 0.45 meter wide × 3 m high in 
size. The docking station with a lighting 3D marker and three 
docking holes is fixed in the test tank. Each docking pole and 
each docking hole are mechanically coupled to each other.

The lighting 3D marker installed on the docking station is 
used as the target object for the docking operation, as shown 
in Fig.  4. The 3D marker has three spheres in red, green, and 
blue respectively. Each sphere with a built-in LED is 40 mil-
limeters in diameter. The power supply for the LED is 12 volts 
DC. The 3D marker gets power directly from the docking sta-
tion when the docking station is installed on the seabed. To 

perform the docking experiment in different environment, a 
variable resistance is incorporated in the circuit to adjust the 
brightness of each color. This allows the 3D marker to be used 
at different illumination environments.

3 � Software for the recharging operation

The real-time pose estimation method with RM-GA has 
been developed for the docking operation by our previous 
works [17]. In this section, the method is briefly discussed 
for the reader’s convenience.

Docking 
Pole

Stereo-vision
Camera

GA-PC

Heave( )

Sway( )

Surge( )

Fig. 2   The hovering Autonomous Underwater Vehicle Hobalin with 
the Stereo-vision-based navigation system

Table 1   Specifications of the AUV Hobalin

Max. depth [m] 2000

Dimensions [mm] 1200 × 700 × 760
Weight [kg] 270
Duration [h] 8
Number of thrusters Horizontal thruster × 4

Vertical thruster × 2
Navigation sensor INS, DVL, Sheet Laser

Pressure gauge, GPS antenna(AIR)
Surveillance camera(forward)

Observation sensors Turbidimeter, CT Sensor, pH Sensor
Profiling sonar, Observation cameras

Other equipments Iridium beacon, LED flasher
Acoustic positioning transponder,
Ballast releasers

Fig. 3   The docking station for the docking operation

Fig. 4   The 3D marker has three spheres in red, green, and blue 
respectively



	 Artificial Life and Robotics

1 3

3.1 � 3D model‑based matching method

Feature-based recognition uses 2D-to-3D reconstruction 
calculations, for the information about the target object 
is determined by a set of points in different images. If a 
point in one image is incorrectly mapped to another point 
in another image, the pose of the reconstructed object does 
not represent the real 3D object’s pose. A pose estimation 
method with 3D-to-2D model projection is used in this 
study because forward projection from 3D-to-2D generates 
a unique point in the 2D image without any errors [20].

With the 3D-to-2D approach, a model-based matching 
method is used to recognize the 3D marker and to estimate 
its pose in real time. The model-based matching method 
utilizes the known shape, color and size of the 3D marker. 
The poses of the assumed models are predefined and dis-
tributed in the 3D search space in front of the stereo-vision 
camera. Each assumed model is then projected onto the 
two camera images, as shown in Fig. 5, in which ΣM is the 
3D marker coordinate system for the proposed system. ΣMi

 
is the i-th assumed model coordinate system. ΣCL and ΣCR 
are the left and right camera coordinate systems. ΣIL and 
ΣIR are the left and right image coordinate systems. The j-
th point on the i-th assumed model in the 3D search space 
is projected onto the left and right camera images, and 
these poses are calculated by using the projection geom-
etry. Finally, the best assumed model (mostly overlapping 
the 3D marker) that represents the true pose has the high-
est fitness value.

3.2 � Real‑time multi‑step genetic algorithm

The problem of recognizing the 3D marker and detecting its 
pose is converted into an optimization problem of a multi-
peak distribution, which is the calculation result of the fitness 
function. The calculation result of the fitness function, i.e., 
fitness value, is used to evaluate the correlation between the 

3D marker and the i-th assumed model with its pose �
i
 in the 

captured image [21, 22]. �
i
 means the pose of the i-th assumed 

model given by the RM-GA. Figure 6 shows the 3D marker 
projected onto the image plane and the dotted circle, i.e., the 
i-th assumed model, obtained from the 3D-to-2D projection 
onto the same image plane. Each assumed model consists of 
the red, green, and blue balls. Each ball of the assumed model 
comprises an inner sphere Sin and an enveloping sphere Sout . 
The inner sphere Sin is intended to evaluate the ball area of 
the 3D marker, and the enveloping sphere Sout is for the back-
ground area. The fitness function used in the proposed method 
is defined as the following:

The fitness function for the i-th assumed model F
(
�i

)
 is 

calculated by averaging the fitness functions of both the left 
camera image FL

(
�i

)
 and right camera image FR

(
�i

)
 . The 

summation in Eq. (1) is related to the j-th point ILrj
(
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)
 in 

the left camera image, defined on the i-th assumed model 
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Fig. 5   3D model-based matching system with a stereo-vision camera, 
using 3D-to-2D projection and 2D-to-3D reconstruction
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Fig. 6   Left or right camera’s 2D image of the real 3D marker and 
model
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with pose �i . The score of each point is evaluated by means 
of Eq. (1), where N represents the number of points to be 
evaluated. In this study, N is set at 50.

As shown in Fig. 7, there is a total of 60 points (36 points 
in the inner sphere Sin and 24 points in the enveloping sphere 
Sout ). In the projection, the diameter of the inner sphere is 
the same as that of the real sphere. When the two conditions 
are fulfilled, the fitness function increase that has a value of 
p
(
IL
rj

(
�i

))
 = +1 in Eq. (1). The conditions are (1) the j-th 

point ILrj
(
�i

)
 of i-th assumed model �i in the inner sphere 

Sin overlaps the 3D marker and (2) the assumed model’s hue 
color value coincides with the projected 3D marker’s hue 
value. In this study, the hue ranges of left and right cameras 
are set as Table 2.

On the other hand, if the two conditions above do not sat-
isfy together, the fitness function has a value of p

(
IL
rj

(
�i

))
 

= − 1. This situation makes the fitness value decreases. 
Therefore, when the assumed model and the 3D marker 
completely overlap, the fitness value reaches the maximum, 
i.e., 1. The highest peak in the fitness distribution represents 
the true pose of the 3D marker. In [15, 16], when fitness 
value is over 0.3, it means that the proposed system can cor-
rectly recognize the 3D marker. Thus, the RM-GA solves the 
optimization problem in real time.

The RM-GA, is used to estimate the relative pose between 
the AUV and the 3D marker. The right part of Fig. 8 shows 
the flowchart of the RM-GA. A random population of assumed 
models in different poses is generated in the 3D search space. 
The stereo-vision camera captures a new pair of images on 
both left and right sides every 33 [ms]. The GA procedure 
is performed repetitively every 33 [ms] in every image. The 
latest evolution is then forwarded to the next step as the initial 
assumed model of the next new evolution, which is closer to 
the 3D marker projected naturally to the camera images. The 
RM-GA performs this procedure repeatedly to search for the 

best solution that represents the correct pose of the 3D marker. 
The convergence behavior of the GA procedure, from the first 
evolution to the final one, is shown in the left part of Fig. 8.

3.3 � Docking control

The AUV is operated with a proportional controller. The six 
thrusters mounted on the AUV are controlled by sending a 
command voltage based on the feedback of the relative pose 
between the AUV and the 3D marker. The velocity of each 
axis is determined by the following equations:

(2)Yaw : V1 = kp1(𝜀3d − 𝜀3)

(3)Surge : V2 = kp2(xd − x̂)

Fig. 7   Projection of the blue sphere of a model with selected sample 
points

Table 2   Hue ranges of left and right cameras that are detected and 
calculated as red, green and blue in fitness function

Red Green Blue

Right camera h
min

160 260 0
h
max

200 320 60
Left camera h

min
160 250 20

h
max

200 340 70

Yes

No
33 [ms]

Output
(Position and orientation

of the best individual)

Selection
(Select chromosome from 
new offspring according

to their fitness values)

Crossover and mutation

Initialization
(Generate a population

of chromosome)

First evaluation

Output j

Final evaluation

Assumed
models

3D marker

Fig. 8   Flowchart for the RM-GA: the terminal condition is defined as 
33 [ms] because the video frame rate is 30 frames per second for the 
proposed system
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(�3d, xd, yd, zd) is the relative desired pose between the AUV 
and the 3D marker. (𝜀3, x̂, ŷ, ẑ) is the relative estimated pose 
between the AUV the 3D marker. (kp1, kp2, kp3, kp4) is defined 
as the gain for each deviation. In this paper, the value of the 
gain is set to (kp1, kp2, kp3, kp4) = (0.4, 0.5, 0.4, 1.0).

3.4 � Docking conditions

As for the proposed system in this study, if the docking con-
ditions are fulfilled, the desired value in the surge direction 
decreases. The range of docking conditions on the sway and 
the heave depends on the distance between the AUV and the 
3D marker. The docking condition range ri of the i-axis is cal-
culated as the following equation:

where rs and rf  represent the range of the docking condi-
tions at the start and end points of the docking operation. 
ds and df  represent the start and end distances of docking 
operation. The range of docking conditions is determined 
by the distance x between the AUV and the 3D marker. If 
the conditions |yd − ŷ| < ry [mm], |zd − ẑ| < rz [mm], and 
|𝜀3d − 𝜀3| < 5 [ ◦ ] are satisfied, the desired value of the surge 
direction xd = ds − 30t [mm] decreases with time t, and the 
range of the docking conditions changes as the AUV moves 
forward.

4 � Experiments using the AUV

Three experiments were conducted: an iterative docking 
operation, a docking operation under the influence of an 
external force, and a recharging operation by means of the 
AUV normal navigation system and the stereo-vision-based 
navigation system. The experiments were conducted in the 
test tank of the National Maritime Research Institute. The 
experimental environment is shown in Fig. 9.

4.1 � First preliminary experiment: iterative docking 
experiment

The first preliminary experiment is an iterative docking 
experiment to confirm that the proposed system of the AUV 
with the stereo-vision can complete the docking operation. 
The AUV was manually guided to the front of the docking 
station until the 3D marker was in the field of view (at a 
distance of approximately 950 [mm] from the 3D marker in 

(4)Sway : V3 = kp3(yd − ŷ)

(5)Heave : V4 = kp4(zd − ẑ)

(6)ri =
rs − rf

ds − df
x −

rsdf − rf ds

ds − df

the surge direction). Visual servoing then proceeded until the 
AUV achieved a stable pose for 165 [ms] within the docking 
conditions. When the AUV fulfilled the docking conditions, 
it began to insert the docking poles into the docking holes. 
It gradually decreased the surge distance between the AUV 
and 3D marker until it reached df = 220 [mm]. When the 
docking operation was completed, the AUV returned to the 
distance of ds = 600 [mm] from the 3D marker for the next 
docking iteration.

Figure 10 shows the result of the 10-times iterative 
docking experiment. The fitness value of the iterative 
docking experiment is shown in Fig. 10a. All the fitness 
values are over 0.3, showing the system can correctly rec-
ognize the 3D marker. Figure 10b–e show the estimated 
and desired poses of the AUV in each axis. Among these 
figures, the black line is the estimated position, the red 
dotted line is the desired position, and the red line is the 
error allowance range. The one-time docking operation 
means AUV reaches 220 [mm] in the surge direction. As 
shown in Fig. 10b, the continuous iterative docking has 
been successfully conducted 10 times. In Fig.  10c–e, the 
experimental results show that almost all the estimated 
positions are within the error allowance range. Even 
though in Fig. 10e, some estimated positions are out of 
the error allowance range (50 [s]: -6.4◦ , 83 [s]: 5.1◦ , 112 
[s]: 5.8◦ , 228 [s]: 5.5◦ , and 290 [s]: 5.3◦ ), the poses of 
the AUV are immediately corrected to make the docking 
operation continue to perform. This means that the AUV 
can complete the iterative docking experiment smoothly 
by using our proposed system.

The fourth operation is analyzed in detail to elaborate 
on the movement of the AUV, as shown in Fig. 11. The 
docking operation is divided into five periods to be ana-
lyzed, from Fig.  11a, e. The corresponding photographs 

Fig. 9   The experimental environment for the AUV in the test tank 
with clear still water
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during periods (a) - (e) are shown in the right part of 
Fig. 11. In Fig. 11a, the AUV has finished the 3rd dock-
ing operation and is about to return to the distance of 
600 [mm] in the surge direction for the next docking 
iteration(Fig.  11b). At this moment, the estimation posi-
tion in the surge direction is 393.3 [mm], and the desired 
position in the surge direction is 491 [mm]. The AUV 
is supposed to move forwards, but it moves backwards, 
as shown in Fig. 11c; the desired position in the surge 
direction is 516 [mm], while the estimation position in 
the surge direction is 642.6 [mm]. Since the proposed 
system is a proportional controller, there is an inertial 
force that creates an overshoot despite the fact that the 
AUV has reached the desired position. In Fig. 11d, after 
the AUV has overcome the effects of the inertial forces, 
the AUV starts to move forwards. In Fig. 11e, the AUV 

reaches the target point. In this way, the docking opera-
tion experiment can be successfully performed by using 
our proposed stereo-vision system.

4.2 � Second preliminary experiment: docking 
operation under the influence of an external 
force

The real sea environment is different from that in a test tank 
filled with still water because waves and ocean currents 
cause external forces which disturb the AUV. The second 
preliminary experiment verified that the AUV can completed 
the docking operation when subjected to external forces.

Figure  12 shows the experimental result of the 
AUV under the influence of an external force during 
the docking operation. The start and end points of the 

(a) (b)

(c) (d)

(e)

Fig. 10   10-times Iterative docking experiment: (a) fitness value, (b) surge position, (c) sway position, (d) heave position and (e) yaw angle
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docking operation in this experiment are ds = 800 [mm] 
and df = 180 [mm] respectively in the surge direction. The 
experimental result is also divided into five periods to be 
analyzed in detail, from Fig. 12a, e. Figure 12a shows 
the start of the docking operation. A few seconds later, a 
pole was inserted to impose an external force to the AUV, 
as shown in Fig. 13a. The direction of external force is 
shown by the red arrow. Figures   12b and 13(b) show 

the moment AUV has been pushed. The external force 
causes displacement of the AUV, especially in the surge, 
sway and yaw direction. At this moment, the values of 
estimated positions in the surge, sway, and yaw direction 
are 863 [mm], 232 [mm], and 16.3◦ respectively. The val-
ues of estimated positions in the sway and yaw direction 
are out of the error allowance range. Thirty seconds later, 
the estimated positions in the surge and sway directions 

Fig. 11   Images captured by the stereo-vision camera during the fourth iteration of docking
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are recovered, and yaw is being recovered, as shown in 
Fig. 12c. Seeing that the thrusters on the AUV used to 
recover the estimated position in the sway and yaw affect 
one another, an error arises in the sway direction, in which 
the estimated position is -76.3 [mm]. A few seconds later, 
all the estimated positions are in the error allowance range; 
thus, the AUV starts to perform the docking operation, as 

shown in Fig. 12d. In Fig. 12e, the docking operation is 
completed, but the fitness value is only 0.16, for the AUV 
is so close to the 3D marker that it cannot be completely 
photographed by the stereo-vision camera.

The results of the two preliminary experiments show that 
the proposed system applied to the AUV works properly.

Fig. 12   Experimental results of the second preliminary experiment
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4.3 � Comprehensive experiment: recharging 
operation by means of AUV normal navigation 
system and the stereo‑vision‑based navigation 
system

The comprehensive experiments were conducted by the AUV 
returning to the docking station for recharging. In this experi-
ment, the AUV normal navigation system is combined with 
the proposed system. Figure 14 shows the recharging opera-
tion from Phase 1 to Phase 6, which represents navigation-
return-docking operations as shown in Fig. 14, and six phases 
have been repeated three times of navigation-return-docking 
operation. Regarding the mode of the control system, the AUV 
normal navigation system using the INS and DVL is set to 
Mode 30, and the proposed system is set to Mode 32. Fig-
ure 14 shows that, in Phase 1, the AUV uses the normal navi-
gation system to approach the docking station and detect the 
presence of the 3D marker in the captured images. When the 
AUV detects the 3D marker (fitness value ≥ 0.3), the operat-
ing mode of the system changes from the normal navigation 

system (Mode 30) to the proposed system (Mode 32). While 
using the proposed system, the position estimation of the nor-
mal navigation system is continuously working. In the docking 
mode, the AUV keeps an accurate pose that fulfills the docking 
conditions to perform the docking operation. After the docking 
operation is completed, the AUV moves away from the dock-
ing station and then prepares for the next docking operation. 
Figure 15 shows the flowchart of Phase 1 and Phase 2.

The experimental results of the position estimations of 
normal navigation system are shown in Fig. 16. Table  3 
shows the integrated error of the position estimation by the 
normal navigation system in the three docking operations.

However, in the black circles shown in Fig. 16, the inte-
grated error can be reset to 0 in the docking mode (Mode 32) 
because the position of the AUV is accurately known at the 
end of the successful docking operation. Figure 17 shows the 
experimental result of the first docking operation. The time 
to reset the integrated INS error ranges from 310 s, at which 
the docking phase is completed, to 350 seconds, at which the 
launching phase hasn’t started yet.

In this experiment, the AUV with the proposed stereo-
vision-based navigation system performs the docking oper-
ation in the battery recharging operation. In addition, the 
integrated INS error is reset after the docking operation is 
completed. Experimental results show that the proposed 
stereo-vision-based navigation system is capable of dock-
ing the AUV and resetting the integrated INS error.

Table 3   Integrated INS error in the three docking operations

Surge position Sway position

First docking operation 867.6 [mm] 4.5 [mm]
Second docking operation 33.3 [mm] − 33.5 [mm]
Third docking operation 33.3 [mm] − 33.5 [mm]

Pole
Pole

(a)

(b)

Fig. 13   a A pole is used to make an external force applied to the 
AUV b The forces cause displacement of the AUV
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⓺

⓵Approaching
⓶ VS (Docking)
⓷ VS (Launching)
⓸ Turning
⓹ Cruising
⓺ TurningG
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ng

 P
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h

Mode 30

Mode 30

Mode 32

⓵ ~⓺ represents
Phase 1 ~ 6 of
navigation-return-
docking operations.

Fig. 14   The operations for the comprehensive experiment
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5 � Conclusion

In this study, we conducted the docking experiment of bat-
tery recharging in a test tank by means of the hovering-AUV. 
The AUV approached the docking station with the normal 
navigation system by INS and DVL, and automatically 

performed the docking operation with only visual infor-
mation from the stereo-vision camera. The experimental 
results show that the integrated INS error is reset after the 
AUV completes the docking operation. Further studies will 
be conducted to develop the proposed system in a real sea 
environment and then perform trials of docking an AUV and 
recharging the battery underwater.

Approach to docking station

Visual servoingto docking 
position

Does position of z 
satisfied?

Is 3D Marker 
found?

Docking process
(Going ahead)

Yes

No

Yes

No

Docking step

Approaching step Visual servoingstep

Start

End

Visual servoingto docking 
position

Visual servoingto docking 
position 

Yes

No

Yes

No

Does position of x 
and y satisfied?

Does rotation of heading 
satisfied?

Does all pose satisfied 
simultaneously?

No

Yes

Reset the INS error

Fig. 15   The two types of mode switch when the AUV detects the 3D marker
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Fig. 16   Experimental result for the INS data
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