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Abstract—In this paper, we focus on how to control the robot’s
end-effector to track an object, meanwhile, to approach it with a
desired posture for grasping, which we named as “Approaching
Visual Servoing (AVS).” AVS with binocular cameras needs
inheritably eye-vergence motion to keep cameras’ sight against
the target since approaching motion makes the cameras sight
narrow or losing the object. We propose a hand & eye-vergence
dual control system to perform AVS. The experiment of full
6-DoF Approaching Visual Servoing experiments to a moving
object by a 7-link manipulator installed with a binocular camera
system, confirmed the ability of Hand & Eye-vergence control
system.

I. I NTRODUCTION

Tasks in which visual information are used to direct a
manipulator toward a target object are referred to visual
servoing [1]. Visual servoing is usually performed to keep
a fixed relation with respect to a static or moving object [2],
[3]. This kind of visual servoing deals with 3-D pose tracking
problem, that is, the robot follows the motion of the target
object to keep a fixed given relative pose between the end-
effector and the target objectET M , as shown in Fig.1, and it
can be said as “Pose-Regulator Visual Servoing.”

We think it is difficult to find papers that confirmed
experimentally the full 6-pose servoing ability of position
and orientation to moving target object. Most researchers
concentrate only on the control of the position of the end
effector, while ignoring the orientation control [4]. When
trying full pose control, the performances were evaluated
by simulations without real experiment [5]. Also in most
researches, the target object is static [6]. So we think there
are few researches about experimental evaluation of full pose
visual servoing.

Besides tracking an object, robots are expected to do more
intelligent tasks, a possible task is to grasp a moving object. To
complete these kinds of tasks, we have to do two works: one is
to estimate the 6-D information (both position and orientation)
of the object, the other is to approach the object with a desired
grasping posture, while approaching it. We think this kind of
visual servoing is necessary in actual application as catching
the moving target. We think it has not yet been well discussed.
Fig.2 shows an image of how the robot track the object and
meanwhile approach it, which we named as “Approaching
Visual Servoing (AVS).” In the AVS, the relative relation
between the end-effector and the target object is time varying,

P
M

ÜE

P
M

ÜE

Target Object Target Object Target Object Target Object 

MotionMotionMotionMotion

FixedFixedFixedFixed
Fi
xe
d

Fi
xe
d

Fi
xe
d

Fi
xe
dE T M

Robot MotionRobot MotionRobot MotionRobot Motion

ETM

Fig. 1. Pose Regulator Visual Servoing

Fig. 2. Approaching Visual Servoing

defined asET M (t). In Fig.2, the motion of the target object is
shuttle rotation, the end-effector keep approaching the object
through a curved pose tracking trajectory given byET M (t1),
· · · , ET M (tn), · · · , ET M (t?), finally it gets near to the
object, and then it is possible to grasp the object.

To grasp an object an eye-to-hand system is used in [7].
Since the camera is fixed in work space, the hand motion
does not affect the pose estimation, which decouples the
stability of visual servoing motion and pose estimation. On
the other hand the observing function may also be hazarded,
for example, the sight of the camera may be obstructed by
the hand when grasping a target. So we think hand-eye visual
servoing system is more useful than the system with cameras
being static to the floor, for the reason that the hand-eye
configuration extends the robot’s observable space, which
will provide much more visual information to enhance the
dexterity of the robot’s operation. Moreover, it will improve
the adaptive ability, “searching and looking” of the robot. So
we use a hand-eye configuration, having two cameras mounted
on the robot’s end-effector.

In the case of using fixed-hand-eye configuration in AVS,
a problem of sight restriction should be discussed first, that
is, the possible searching space becomes narrow when the
camera approaches to the object (Fig.3(a)), what is worse, a
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Fig. 3. Sight of fixed camera system and eye-vergence system

part of the object or some feature points possibly get out of the
image (Fig.3(b)). Thus it is necessary to change the pose of
the camera to enlarge the possible searching space in the case
that the camera is close to the target, as Fig.3(c). With a hand-
eye configuration, another problem exists, that is the dynamics
of the manipulator will deteriorate the on-line hand-eye pose
estimation, since the camera’s oscillation produces a false
motion of the target object in the camera image even though
the target is stopping in the task space. We call the false
motion as “fictional motion.” Here we had been interested
in how to compensate such a fictional motion of the target
object. Then we had a proposed robust recognition method,
called motion-feedforward (MFF) compensation method [?],
which can provide a pose estimation accuracy with a same
precision level of fixed-camera-configuration since it can
compensate the influence to pose estimation of dynamical
hand-eye motion. We utilized this MFF technique for AVS
in this report as a stable pose estimation. A mobile hand-eye
stereo camera of our experimental system that can change
the pose of the camera to focus on a target object is shown
in Fig. 4. This camera system has 3-DoF, one is for pan
rotation of the left camera, one is for pan rotation of the
right camera, and the other is the tilt rotation of both cameras.
Installing this mobile stereo camera system in the end-effector
of a 7-link manipulator, we built up a hand & eye-vergence
dual visual servoing system. In this presentation, we focus on
an experimental evaluation of full 6-DoF approaching visual
servoing to moving target without a priori knowledge of the
target’s motion, with the target shape as a known information
to the servoing system. We think it is worth to examine the
possibility whether visual servoing technologies can grasp
a moving target object in a space by a robot with eye-in-
hand configuration. In this presentation we will show the
data of our experiment, confirming that, the position error is
less than 20[mm], orientation error is less than 3[deg], while
approaching to a moving target, so we can get the conclusion
that: proposed system can approach with the eye keeping
a good observation and with the hand errors maintaining
within possible-catching extent, representing that proposed
AVS method may possibly be able to catch a target moving
in space with full 3-D unknown swinging motion.

II. ON-LINE EVOLUTIONARY RECOGNITION

We use a model-based matching method to recognize an
object. Different kinds of targets can be measured by this
strategy if their shape is given.

Firstly, we give the definitions of coordinate systems used in
this paper. World coordinate frame is defined asΣW , the end-
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Fig. 4. Eye-vergence stereo camera system
effector’s frame isΣE , left/right camera coordinate systems
is ΣCL / ΣCR and target coordinate frame isΣM .

A. GA-based On-line Recognition

The theoretically optimal poseψmax(t) that gives the
highest peak ofF (ψ(t)) is defined as

ψmax(t) =
{
ψ(t)

∣∣ max
ψ∈L

F (ψ(t))
}
, (1)

whereL represents 6-DoF searching area ofx, y, z, ε1, ε2, ε3.
Here we use GA to searchψmax(t). The individual of

GA is defined asψi,j(t), which means thei-th gene(i =
1, 2, · · · , p) in the j-th generation. Denoteψmax

ga (t) as the
highest peak in GA process,

ψmax
ga (t) =

{
ψi,j(t)

∣∣ max
ψi,j∈L

F (ψi,j(t))
}
. (2)

In fact we cannot always guarantee the best individual of
GA ψmax

ga (t) correspond to the theoretically optimal pose
ψmax(t), because the number of GA’s individuals is limited.
The difference ofψmax(t) andψmax

ga (t) is denoted as

δψ(t) = ψmax(t)−ψmax
ga (t). (3)

And the difference ofF (ψmax(t)) and F (ψmax
ga (t)) is de-

noted as

∆F (δψ(t)) = F (ψmax(t))− F (ψmax
ga (t))≥0. (4)

Here, we present two assumptions.
[Assumption 1]: Assuming thatF (ψ(t)) distribution satis-

fies ∆F (δψ(t)) = 0 if and only if δψ(t) = 0.
[Assumption 2]: Assuming that Ḟ (ψmax

ga (t)) >

Ḟ (ψmax(t)), which indicates that the convergence speed to
the target in the dynamic images should be faster than the
changing speed of the dynamicF (ψ(t)) distribution as time
t varying.

From [Assumption 2], we have

∆Ḟ (δψ(t)) = Ḟ (ψmax(t))− Ḟ (ψmax
ga (t)) < 0. (5)

In the case the object is static, we haveḞ (ψmax(t)) = 0.
Then [Assumption 2] becomeṡF (ψmax

ga (t)) > 0, which
indicates GA is assumed to be able to converge to a optimum
value.

These two assumptions depend on some factors such as
object’s shape, object’s speed, definition ofF (ψ(t)), parame-
ters of GA and viewpoint for observing. We could set such an
environment to satisfy or close to the above two assumptions.
When above two assumptions are satisfied, (4) and (5) will
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be satisfied, then∆F (δψ(t)) is so-called Lyapunov function.
That means∆F (δψ(t)) will be gradually decreased to0.
Thus, from the above definitions, we haveδψ(t)→0, which
means gradual stability in searching spaceL, that is

ψmax
ga (t)→ψmax(t), (t→∞) (6)

Let tε denotes a convergence time, then

|δψ(t)| = |ψmax(t)−ψmax
ga (t)|≤ε, (ε > 0, t > tε) (7)

In (7), ε is tolerable extent that can be considered as a
observing error. Thus, it is possible to realize real-time op-
timization, becauseψmax

ga (t) is or near to the theoretically
optimalψmax(t) after tε. Notice that the detected pose of the
object,ψmax

ga , is the abbreviation ofEψmax
ga , which is based

on the hand coordinateΣE .
Above discussion is under the condition of varying time.

Here, when we consider evolution time of each generation of
GA denoted by∆t. The GA’s evolving process is described
as

ψi,j(t)
evolve−→ ψi,j(t + ∆t). (8)

Obviously, this evolution time∆t will be possible to generate
somewhat bad influence. If we assume that this bad influence
on δψ(t) can be described as

|δψ(t)|≤ε′, (ε′ > ε > 0), (9)

then, it can be considered∆t can manage real-time optimal
solution. In (9),ε′ is also tolerable extent as a observing error
and it is somewhat larger thanε. Since the GA process is
executed only one time to output the semi-optimalψmax

ga (t),
we named this on-line recognition method as “1-step GA”.

We have confirmed that the above time-variant optimization
problem could be solved by 1-step GA through several exper-
iments [?], [?]. ψmax

ga (t) will be output as the measurement
result in each generation to control the robot manipulator. We
define

ψ̂(t) = ψmax
ga (t), ψ̂ = [x̂, ŷ, ẑ, ε̂1, ε̂2, ε̂3]T . (10)

III. M OTION-FEEDFORWARD(MFF) COMPENSATION

The target coordinate system is represented asΣM . Since
solid models used to search for the target object are located
in the end-effector’s coordinateΣE , here we discuss the
changing ofEψM based on the changing ofW ψM and the
configuration of the robot determined byq. Such a relation
will be described by the following mathematical function,
which can distinguish these two affected motions clearly.

Eψ̇M =
[

E ṙM
E ε̇M

]

= JM (q,E ψM )q̇ + JN (q)W ψ̇M . (11)

Hereq̇ is the angular velocity of the joints of the manipulator.
The matrix JM in (11) which describes how target pose
change inΣE with respect to changing of the manipulator’s
joint angles can be calculated from the relative position and
orientation between theΣM , ΣE and ΣW . The matrixJN
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Fig. 5. Block diagram of the hand & eye-vergence visual servoing system

in (11) which describes how target pose change inΣE with
respect to the pose changing of itself in real world can be
calculated by the rotation matrix fromΣE to ΣW . Please
refer to [?] for a detailed introduction of MFF. Since the
effect on the recognition from the dynamics of manipulator
can be compensated, recognition by hand-eye cameras will
be independent of the dynamics of the manipulator, robust
recognition can be obtained just like using fixed cameras.

IV. H AND & EYE-VERGENCEV ISUAL SERVOING

The block diagram of our proposed hand & eye-vergence
dual control system is shown in Fig. 5, which includes two
loops. An outer loop for conventional visual servoing that
direct a manipulator toward a target object , named as hand
visual servoing control, and an inner loop for active motion
of binocular camera for accurate and broad observation of the
target object, named as eye-vergence visual servoing control.

A. Hand Visual Servoing Controller

Firstly, we explain how to generate the desired hand trajec-
tory. The desired relative relationship ofΣM andΣE is given
by Homogeneous Transformation asEdT M (t), the difference
of the desired camera poseΣEd and the current camera pose
ΣE is denoted asET Ed. ET Ed can be described by

ET̂ Ed(t) = ET̂ M (t) EdT−1
M (t), (12)

Notice that (12) is a general deduction that satisfies arbitrary
object motion W T M (t) and arbitrary objective of visual
servoingEdT M (t).

Differentiating (12) with respect to time yields

EṪ Ed(t) = E ˙̂
T M (t)EdT−1

M (t) + ET̂ M (t)EdṪ
−1

M (t). (13)

Here,EdT M (t), EdṪ M (t) are given as the desired visual
servoing objective.ET̂ M (t) is measured by cameras using the
on-line recognition method proposed in Section II and MFF

compensation in Section III.E ˙̂
T M (t) is calculated by

E ˙̂
T M (t) = (ET̂ M (t)−E T̂ M (t−∆t))/∆t, (14)

which is output periodically with a time of∆t regardless the
object is moving or not. Notice that (14) can not be used to

calculateE ˙̂
T M (t) because it assumes the object is stationary.

Based on the above analysis of the desired-trajectory gen-
eration, the desired hand velocityW ṙd is calculated as,

W ṙd = KPp

W rE,Ed + KVp

W ṙE,Ed, (15)
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whereW rE,Ed,
W ṙE,Ed are given by transformingET Ed and

EṪ Ed from ΣE to ΣW . KPp andKVp are positive definite
matrix to determine PD gain.

The desired hand angular velocityW ωd is calculated as,

W ωd = KPo

W RE
E∆ε + KVo

W ωE,Ed, (16)

whereE∆ε is the quaternion error that from the recognition
result directly, andW ωE,Ed can be calculated by transforming
ET Ed andEṪ Ed from ΣE to ΣW . Also, KPo andKVo are
suitable feedback matrix gains.

The desired joint variablėqd is obtained by

q̇d = J+(q)
[

W ṙd
W ωd

]
. (17)

where J+(q) is the pseudoinverse matrix ofJ(q), and
J+(q) = JT (JJT )−1. The hardware control system of the
velocity-based servo system of PA10 is expressed as

τ = KSP (q̇d − q̇) + KSI

∫ t

0

(q̇d − q̇)dt (18)

whereKSP andKSI are symmetric positive definite matrix
to determine PI gain.

B. Eye-Vergence Visual Servoing Controller

The eye-vergence visual servoing is the inner loop of the
visual servoing system shown in Fig. 5. In this paper, we
use pan-tilt stereo camera for eye-vergence visual servoing.
Here, the positions of cameras are supposed to be fixed. The
left and right camera’s poses are defined byφL = [θl, ψ]T ,
φR = [θr, ψ]T , whereθl andθr are pan angles, andψ is title
angle that is common for both cameras.

Since the object’s measurement resultψ̂ is described in
ΣE , it can be transformed toΣCL andΣCR by Homogeneous
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Fig. 9. Camera pose of approaching visual servoing in z-axis.

Transformations as,

CLT̂ M (CLψ̂) = CLT E(φL)ET̂ M (ψ̂(t)), (19)
CRT̂ M (CRψ̂) = CRT E(φR)ET̂ M (ψ̂(t)). (20)

In previous research, we investigated that observing the
object through both centers of left and right cameras gave
the maximum observability. Based on this, the objective of
the eye-visual servoing is given by

CLud = [CLxd,
CL yd]T = 0, CRud = [CRxd,

CR yd]T = 0.
(21)

We defineCLû is the x and y direction ofCLψ̂, andCRû is
the x and y direction ofCRψ̂, then the controller of eye-visual
servoing is given by

φ̇L = KPL
(CLud −CL û) + KDL

(CLu̇d −CL ˙̂u), (22)

φ̇R = KPR
(CRud −CR û) + KDR

(CRu̇d −CR ˙̂u), (23)

whereKPL
, KDL

, KPR
, KDR

are positive control gain.

V. EXPERIMENT OFAPPROACHINGV ISUAL SERVOING BY

HAND & EYE-VERGENCEDUAL CONTROL SYSTEM

The visual servoing described in this paper is that the end-
effector of the robot is commanded to approach the object,
while keeping a given relative pose with respect to the target
object. We conduct the experiments of Approaching Visual
Servoing to a 3D marker to verify the effectiveness of the
proposed hand & eye-vergence dual control system. The 3D
marker is composed of a red ball, a green ball and a blue ball.
The radiuses of these three balls are set as 30[mm].

A. Experimental Condition

A photograph of our experimental system is shown in
Fig.6. The robot used in this experimental system is a 7-
Link manipulator, Mitsubishi Heavy Industries PA-10 robot.
Two mobile cameras are mounted on the robot manipulator’s
end-effector. The image processing board, CT-3001, receiving
the image from the CCD camera is connected to the DELL
Optiplex GX1 (CPU: Pentium2, 400 MHz) host computer.

Fig.7 shows the coordinate system corresponding to Fig.6.
The initial pose of the end-effector is defined asΣE0 , and
given by

W T E0 =




0 0 1 −918
−1 0 0 0
0 −1 0 455
0 0 0 1


 , (24)

position unit: [mm].
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Fig. 8. Hand pose of approaching visual servoing in z-axis, using hand & eye-vergence dual control system. We use millimeter to measure position.
When using quaternion to express the orientation of an object, no unit, just values. The object rotation of 1[deg] aroundx axis corresponding to quaternion
representation asε1 = 0.008, ε2 = 0, ε3 = 0.

B. Experiments

1) Approaching Visual Servoing in z-axis:Here, a static
object is set asE0ψM = [0[mm], 50[mm], 900[mm], 0, 0,
0]T . The objective of the Approaching Visual Servoing is
given by

{
EdzM (t) = zmax − (zmax − zmin)t/T if(t≤T )
EdzM (t) = zmin if(t > T )

(25)
where we setzmax = 900[mm], zmin = 600[mm], T =
40[s]. The other objective parameters are given the same as
beginning (E0ψM ), that is,





EdxM (t) = 0
EdyM (t) = 50[mm]
Edε1M (t) = 0
Edε2M (t) = 0
Edε3M (t) = 0

(26)

The above objective of the Approaching Visual Servoing
given in (25), (26) means observing the target object from
a 900[mm] faraway place to a 600[mm] distance, as shown
in Fig.6.

Figs.8(a) to (f) show the actual motion of the end-effector
with respect to the fixed frame ofΣE0 , defined asE0ψE ,
compared with the desired hand poseE0ψEd. As shown in
Fig.8(c), the end-effector is desired to move 300[mm] in z-axis
of ΣE0 in the first 40[s]; and keep 600[mm] distance to the
target object, no more approach, that isE0zEd = 300[mm]
after 40[s]. The actual motion of the end-effector shown in
Fig.8(c) confirmed that this approaching motion was achieved.
The errors between the desired hand poseE0ψEd and the
actual hand poseE0ψE are limited in a small range. Position
error is about 30[mm], orientation error is about 0.02 (3[deg]).
When the end-effector became nearer to the target object, the
hand motion errors became smaller, since the target object is
bigger in the camera images, which is easier for recognition.

Meanwhile, as the end-effector approach the target object,
the cameras change their pan angles to focus on the object,
which has been confirmed by Figs.9(a) and (b). From 0[s] to
40[s], the angles of both left and right cameras are changed
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Fig. 11. Coordinate system of approaching visual servo system in Fig.10.

from 4[deg] to 5.7[deg]. The pose changing of the cameras
look very small, less than 2[deg] totally, however, consider the
short distance from the cameras to the target object, which is
only 600[mm] in the last, even small rotation of the cameras
is enough to make sure the object is observable. After 40[s],
both the hand motion and cameras’ motion are converged,
which also confirmed the stability of our hand & eye dual
control system.

2) Approaching Visual Servoing to A Moving Object:In
this experiment, the target object is fixed on a mobile robot,
and moves together with the mobile robot, as shown in Fig.
10. The coordinate system corresponding to Fig. 10 is shown
in Fig. 11. The coordinate system of the mobile robot is
represented asΣR. Here, the motion of the mobile robot is a
shuttle rotation around thez axis of ΣR given by

θd[deg] = a sin(
2π

T
)t, (27)
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Fig. 12. Hand pose of Approaching Visual Servoing to a moving object, using hand & eye-vergence dual control system.

where we seta = 8[deg], T = 40[s]. The voltage of the right
and left wheel is given by

VR = kp(θd − θ) + kv(θ̇d − θ̇), (28)

VL = −VR, (29)

wherekp andkv are suitable feedback PD control gains.
Here, the effectiveness of the proposed hand & eye-

vergence dual control system is evaluated through Approach-
ing Visual Servoing to the moving target object.. Here, the
objective of visual servoing is same as the first experiment,
given in (25), (26), but here we setzmax = 900[mm],
zmin = 550[mm], T = 60[s].

Figs. 12(a) to (f) are the experimental results, which show
the actual motion of the end-effector with respect to the fixed
frame of ΣE0 , defined asE0ψE , compared with the desired
hand poseE0ψEd. In the first 15[s], the mobile robot did
not move, Approaching Visual Servoing to a static object
(the same with the first experiment) was performed, so the
trajectory ofE0ψEd is a straight line from 0[s] to 15[s]. Then
in the moment the mobile robot started to move, the desired
trajectory in Fig. 12(a),(e) began to turn to curved line of
sin/cos function.

As shown in Fig.12(c), the end-effector is desired to move
350[mm] in z-axis of ΣE0 in the first 60[s]; and keep
550[mm] distance to the target object, no more approach,
that is E0zEd = 350[mm] after 60[s]. The motion image
is shown in Fig.2(b). The actual motion of the end-effector
shown in Fig.12(c) confirmed that this approaching motion
was achieved. And the actual motion of the end-effector
shown in Fig.12(a),(e) confirmed that the tracking of the
rotating object was achieved, with about 5[s] time delay. The
errors between the desired hand poseE0ψEd and the actual
hand poseE0ψE are limited in a small range. Position error
is about 20[mm], orientation error is about 0.02 (3[deg]).

As the end-effector approach the target object, the cameras
change their pan angles to focus on the object, which has
been shown in Figs.13(a) and (b). The pan angle of the left
camera is changed from 4[deg] to 6[deg], and the right one
is changed from 2[deg] to 6[deg].

This experiment has shown the effectiveness of our pro-
posed hand & eye-vergence dual control system, to keep the
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Fig. 13. Camera pose of Approaching Visual Servoing a moving object.

end-effetor tracking a moving target object while approaching
it.

3) Approaching Visual Servoing in x-z plane:In the first
experiment, the end-effector is controlled to approach the
object in just z-axis ofΣE0 . Here, we set the approaching
trajectory as a circle in x-z plane ofΣE0 . And the 3D marker
is static. The objective of this visual servoing is given by

{
EdxM (t) = r0 sin 2π

T t
EdzM (t) = d + r0 cos 2π

T t
(30)

wherewe setd = 700[mm], r0 = 100[mm], T = 60[s]. The
other objective parameters are given the same as beginning
(E0ψM ), that is,





EdyM (t) = 50[mm]
Edε1M (t) = 0
Edε2M (t) = 0
Edε3M (t) = 0

(31)

We compare the visual servoing by using the hand &
eye-vergence visual servoing system and fixed parallel stereo
camera system separately. In both cases, the distance between
the left and right cameras is set as 250[mm].

Fig.14 shows the experiment results of Approaching Visual
Servoing in x-z plane, using parallel stereo cameras, all these
results are represented inΣE0 . Fig.14(a) is the actual end-
effector in x and y position compared with the desired x and y.
Fig.14(b) is the end-effector’s motion in y and z plane ofΣE0 .
Fig.14(c) is the end-effector’s motion in x and z plane ofΣE0 .
Fig.14(d) is the end-effector’s motion in the orientationε1 and
ε2. Fig.14(e) is the end-effector’s motion in the orientationε2
andε3. Fig.14(f) is the end-effector’s motion in the orientation
ε1 and ε3.

We can find that in Fig.14, the errors between the actual
and desired position are big to about 80[mm]. Especially in
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Fig. 14. Hand pose of Approaching Visual Servoing in x-z plane, using
parallel stereo cameras.

-200

-100

0

100

200

-300 -200 -100 0 100 200 300

hand position x [mm]hand position x [mm]hand position x [mm]hand position x [mm]

h
a
n
d
 p
o
s
it
io
n
 y

h
a
n
d
 p
o
s
it
io
n
 y

h
a
n
d
 p
o
s
it
io
n
 y

h
a
n
d
 p
o
s
it
io
n
 y

[m
m
]

[m
m
]

[m
m
]

[m
m
]

target actual

-200

-100

0

100

200

-100 0 100 200 300

hand position z [mm]hand position z [mm]hand position z [mm]hand position z [mm]

h
a
n
d
 p
o
s
it
io
n
 y

h
a
n
d
 p
o
s
it
io
n
 y

h
a
n
d
 p
o
s
it
io
n
 y

h
a
n
d
 p
o
s
it
io
n
 y

[m
m
]

[m
m
]

[m
m
]

[m
m
]

target actual

-300

-200

-100

0

100

200

300

-100 0 100 200 300

hand position z [mm]hand position z [mm]hand position z [mm]hand position z [mm]

h
a
n
d
 p
o
s
it
io
n
 x

h
a
n
d
 p
o
s
it
io
n
 x

h
a
n
d
 p
o
s
it
io
n
 x

h
a
n
d
 p
o
s
it
io
n
 x

[m
m
]

[m
m
]

[m
m
]

[m
m
]

target actual

-0.1

-0.05

0

0.05

0.1

-0.1 -0.05 0 0.05 0.1

hand  orientation epsilon1hand  orientation epsilon1hand  orientation epsilon1hand  orientation epsilon1

h
a
n
d
  
o
ri
e
n
ta

ti
o
n

h
a
n
d
  
o
ri
e
n
ta

ti
o
n

h
a
n
d
  
o
ri
e
n
ta

ti
o
n

h
a
n
d
  
o
ri
e
n
ta

ti
o
n

e
p
s
il
o
n
2

e
p
s
il
o
n
2

e
p
s
il
o
n
2

e
p
s
il
o
n
2

target actual

-0.1

-0.05

0

0.05

0.1

-0.1 -0.05 0 0.05 0.1

hand  orientation epsilon3hand  orientation epsilon3hand  orientation epsilon3hand  orientation epsilon3

h
a
n
d
  
o
ri
e
n
ta

ti
o
n

h
a
n
d
  
o
ri
e
n
ta

ti
o
n

h
a
n
d
  
o
ri
e
n
ta

ti
o
n

h
a
n
d
  
o
ri
e
n
ta

ti
o
n

e
p
s
il
o
n
2

e
p
s
il
o
n
2

e
p
s
il
o
n
2

e
p
s
il
o
n
2

target actual

-0.1

-0.05

0

0.05

0.1

-0.1 -0.05 0 0.05 0.1

hand  orientation epsilon3hand  orientation epsilon3hand  orientation epsilon3hand  orientation epsilon3

h
a
n
d
  
o
ri
e
n
ta

ti
o
n

h
a
n
d
  
o
ri
e
n
ta

ti
o
n

h
a
n
d
  
o
ri
e
n
ta

ti
o
n

h
a
n
d
  
o
ri
e
n
ta

ti
o
n

e
p
s
il
o
n
1

e
p
s
il
o
n
1

e
p
s
il
o
n
1

e
p
s
il
o
n
1

target actual

(a)(a)(a)(a) (b)(b)(b)(b)

(c)(c)(c)(c) (d)(d)(d)(d)

(e)(e)(e)(e) (f)(f)(f)(f)

Fig. 15. Hand pose of Approaching Visual Servoing in x-z plane, using
hand & eye-vergence dual control system.

Fig. 14(c), it shows a part of the actual trajectory goes far
away from the desired trajectory. The distributions of the end-
effector’s actual orientationε1,ε2,ε3 in Fig.14(d) to (f) are
around the desired value 0. However, error ofε2 is big to
about 0.1 (14[deg]), and errors ofε1 and ε3 are about 0.05
(7[deg]). It was found that since the stereo cameras were fixed
to be parallel, a part of the object got out of the camera view
when the cameras approached the target object. Therefore, the
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Fig. 16. Camera pose of Approaching Visual Servoing in x-z plane.

recognition in such cased could not be correct, so the errors
of the hand trajectory become bigger.

Fig.15 shows the Approaching Visual Servoing in x-z plane
in ΣE0 , using hand & eye-vergence dual control system.
Fig.15(a) to (f) is the same meaning as Fig.14(a) to (f). The
changing of the pan angles of the left camera and the right
camera is shown in Fig.16. Comparing with Fig.14, the errors
between the actual and desired position in Fig.15(a) and (b)
is small, less than 20[mm], and the actual position of end-
effetor is close to the desired circle trajectory in Fig.15(c). The
distribution of the end-effector’s actual orientationε1,ε2,ε3 is
converged to the desired value 0, error is less than 0.05 (about
7[deg]). It was found that the target object could be observed
by both cameras all the time because the cameras are changing
their poses to keep gazing on the target object. Therefore, the
errors of the hand pose became smaller.

VI. CONCLUSION

Besides tracking an object, intelligent robots are expected
to do more service for people, the basic work is to grasp
an object and carry it to a given place. In this paper, we
focus on how to control the robot’s end-effector to track an
object, meanwhile, to approach it with a suitable posture for
grasping, which we named as “Approaching Visual Servoing”.
We proposed a hand & eye-vergence dual control system to
perform Approaching Visual Servoing, which includes two
loops: an outer loop that direct a manipulator toward a target
object and an inner loop that direct active motion of binocular
camera for accurate and broad observation of the target object.
The experiment of full 6-DoF Approaching Visual Servoing
has confirmed the effectiveness of our proposed the hand
& eye-vergence dual control system. As future research, we
will try to perform the grasping operation by installing a
multifingered mechanical hand on the end-effector. This work
was supported by Grant-in-Aid for Scientific Research (C)
19560254.
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