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1. Introduction

The role of decontamination work in radioac-
tive contamination area has been highlighted in
Fukushima prefecture which has been afflicted by
disasters such as earthquake, tsunami and nuclear
power accident. Ministry of Agriculture, Forestry and
Fisheries researched concentration of radioactive sub-
stances in mud and soil deposited at the bottom of
dam and reservoir in Fukushima [1]. Underwater ve-
hicle has become essential for decontamination under
water, seabed resource exploration and so on . Based
on not only above motivations but also applications in
countless domain in underwater tasks for society, the
footprint of research on underwater vehicle in our lab-
oratory, therefore, has been explored especially with
the cooperation of KOWA Corporation.

A number of researches on underwater vehicle us-
ing visual servoing have being conducted in world
wide[2]. Most of them using different image pro-
cessing techniques[3][4], are very limited when envi-
ronment under water poses difficulties against im-
age recognition such as disturbances by marine snow
to image. To overcome these issues, visual servoing
system utilizing image recognition using Model-based
Matching method and Genetic Algorithm (GA) has
been proposed[7]. The proposed system (underwater
vehicle) can be regulated at desired position and pose
through visual servoing. In order to assess the effec-
tiveness of the proposed system against noises in cam-
era images, this report presents how the dual-eye re-
active image recognition system be robust against air
bubble disturbances and how the visual servoing sys-
tem maintains the servoing performance even through
the bubbles disturb the image feedback.

2. Visual Servoing System for ROV

The proposed system does not involve IMU (In-
ertial Measurement Unit) using certain sensors to
estimate the position and orientation information.
Instead, Based on known information about tar-
get(size,shape), the target’s position and orientation
information are calculated through recognizing pro-
cess using model-based matching method and Genetic
Algorithm (GA). Model-based recognition approach
is applied because of its performance in terms of less
sensitive on camera calibration, comparing to other
methods like feature based recognition in which the

Fig.1 Block Diagram of Visual Servoing System

pose of the target object should be determined by
a set of image points, complex searching the corre-
sponding points and time consuming[5].

Fig. 1 shows the block diagram of the proposed
control system. In this control system, the position
and posture (xd[mm], yd[mm],zd[mm], ε2d[deg]) be-
tween the target and ROV are predefined so that the
robot will regulate through visual servoing. Rotations
around x and y-axes( ε1d[deg], ε3d[deg] ) are neglected
because of their less effectiveness to ROV’s motion in
this experiment. 3D position and posture of the tar-
get object are recognized by model-based matching
method and GA. Finally based on the error between
target value and recognized value, the control signal
is generated using Proportional controller to keep the
target position and posture. Overall processing is
done in PC which is contacted to ROV by flexible
cable. The underwater experiment is conducted in a
pool filled with water.

2.1 Remotely Operated Vehicle (ROV)

Remotely Operated Vehicle (ROV) shown in Fig.2,
manufactured by KOWA Corporation, is used for the
proposed underwater experiment. Two fixed cameras
(binocular camera) and four thrusters (traverse, hor-
izontal and vertical direction) are installed in ROV.
Maximum operating depth in water is 50[m].

Fig.2 Underwater Vehicle
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2.2 Feedback System using 3D Model-based

Matching and Genetic Algorithm (GA)
Position and orientation of target object is esti-

mated using model-based matching and GA based
on known 6DoF (the position and orientation)of 3D
model of the target projected to 2D image. Target
object is consisted of three spheres (40[mm] in diame-
ter) whose colors are red, green and blue. The target
object is fixed to the constant position and posture
during the experiment. It is assumed that the target
object exists in the searching space.The recognition of
vehicle ’s pose through three dimensional marker is
executed by GA. GA provide faster recognition per-
formance to the vision system to which every input
image is evaluated by model-based fitness function,
and the convergence of GA is realized in the sequences
of dynamic images, which is named“ 1- Step GA”.
This method has been confirmed in our our previ-
ous researches[6][7][8]. The number of evolving gen-
erations in this experiment is 9 per 33 [ms] and the
number of genes is 60.

ROV

800[mm]
��

�

��

��

�

��

��

��

400
[mm]

GA search space

Target

800[mm]

Fig.3 Searching Space in GA

2.3 Visual Servoing Controller
Proportional controller is considered as the main

control to compensate the error between target value
and recognized value. The control voltages of four
thrusters are calculated by the following proportional
control laws.

v1 = kp1(zd − z) + 2.5 (1)

v2 = kp2(ε2d − ε2) + 2.5 (2)

v3 = kp3(yd − y) + 2.5 (3)

v4 =





5 : xd − x < −5
2.5 : −5 < xd − x < 5
0 : 5 < xd − x

(4)

where,v1,v3 and v4 are the voltages for thrust of z-
axis, yaxis and x-axis direction respectively. v2 means
the voltage for torque around y-axis. The control
voltage(v4) for x-axis direction is just on-off control.
Based on not only motion equation and thrusters’
characteristics but also experimental results, gain co-
efficients are tuned to have better performance in reg-
ulator process.

3. Experiments and Results
Even though the error from the relative target posi-

tion and orientation appears constantly and the sys-
tem operates the four thrusters simultaneously and
constantly, recognition error changes with the water
pressure due to reaction force during robot movement
and reflected wave from the experimental pool sides.
Besides, the appearance of bubbles in front of the
three-dimensional marker is to perform as the main
disturbance to recognition image as shown in Fig. 4.

Fig.4 Experiment Layout with Coordinate Frames

According to the experimental result without dis-
turbance as shown in Fig.6(left column),the fitness
value rises up to more than 1 for the first few seconds
of recognition process and maintains with the mini-
mum value of 0.8. It is confirmed, therefore, that the
recognition accuracy of GA is to be more than 0.5 of
fitness value to perform visual servoing well.

(a)

(b)

Fig.5 Experiment of visual servoing(a) without air
bubble disturbance and (b) with air bubble dis-
turbance

Fig.6(right column) shows the regulator perfor-
mance with air bubble disturbance to image recogni-
tion. Variations in fitness value becomes larger com-
paring to the results without air bubble disturbance.
Although the fitness value is reduced to about 0.4,
it is confirmed that the underwater robot is regulated
in relative target position and posture. Therefore, the
proposed system has been verified to have the robust
characteristics to return to the target position and
posture.
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(c)

(d)

(e)

Fig.6 Regulator performance without additional disturbance(left column) and, with additional disturbance(right
column) on image: (a)fitness value, (b)error in x-axis direction, (c)error in y-axis direction, (d)error in z-axis
direction and (e)error around y-axis.
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4. Conclusion
In this paper, visual sevoing system is proposed

that focuses on the regulator performance with dis-
turbance especially to recognized image. The system
is evaluated for both with and without air bubbles
disturbance. Results show that recognition process
and regulator performance can be maintained using
the proposed system even through there is air bub-
ble disturbance to image. The system can control
ROV for the proposed regulator function with good
accuracy. It can therefore be said that the research
equation related to the robustness of visual servoing
against disturbance has been answered to some degree
of solution with reasonable experimental results.
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