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Abstract: Nowadays, AUV is playing an important role for human society in different applications such as inspection of
underwater structures (dams, bridges). Underwater recharging function is one of the solution to enable the AUV to operate
for extended periods independently on a surface vehicle for recharging. we have developed dual-eyes vision-based docking
system especially for final docking step. The most challenging and unavoidable problems in sea operations are turbidity and light
changing. In this study, we newly designed an active -light emitting- 3D marker and a fitness function determined by HSV color
components to improve the performance of the system especially in a more turbid environment. We conducted docking operation
using this system in a pool with dark and turbid water (8.0 FTU) for verifying utility of methods we proposed. The experimental
results have confirmed the robustness of the docking system using the improved method against turbidity.
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1 INTRODUCTION

The most challenging and unavoidable problems in sea
operations are, we think, turbidity and light changing. Since
underwater battery recharging units are supposed to be in-
stalled in deep sea to save the time consuming and work done
from human beings in the case of returning surface vehi-
cle for recharging, the deep-sea docking experiments cannot
avoid turbidity and low light environment. In previous stud-
ies, we conducted sea docking experiments using a passive
marker and fitness function based on only hue information.
However, the performance of our system is limited in lower
turbid sea when we conducted in coastal area. Therefore,
we improved our system to expend tolerance of our system
against turbidity.

In this study, to improve our system removing above de-
fects, we newly designed an active -light emitting- 3D marker
and a fitness function determined by HSV color components
to improve the performance of the system especially in a
more turbid environment. The advantage of using an active
3D marker is to suppress the diffusion of light more than
the previous method in recognizing. In this way, AUV can
detect 3D marker more easily because there is not clipped
whites on the camera images caused by turbidity. However,
the above problem could not be solved completely only us-
ing the active marker. More turbidity becomes high, more a
border between lighting parts in the marker and non-lighting
parts become blurred by scattering of light. Therefore, to
overcome this problem, we designed the new fitness func-
tion with Hue in which ”Saturation” and ”Value” information
which are components of HSV color representation are used
additionally as evaluation indexes for discriminating between

lighting and non-lighting parts.

2 3D RECOGNITION AND CONTROL BY 3D-

MOS
The system, named 3D Move-on Sensing (3D-MoS) in

which 3D perception enabled by dual-eyes visual pose track-
ing by using known 3D marker is used for controlling the
vehicle’s relative pose to the desired one. The 3D-MoS sys-
tem recognizes a relative pose between a robotic system (re-
motely operated vehicle (ROV) in this study) and a target
object by utilizing 3D model-based recognition using dual-
eye cameras images with a video frame rate of 30 fps. In
the proposed approach, visual information is directly used in
feedback control in real-time. Additionally, developed opti-
mization method named Real-time Multi-step GA is imple-
mented in accordance with the concept of optimization of
dynamic images for real-time target tracking. This combi-
nation of 3D-MoS and Real-time Multi-step GA in feedback
loop using two cameras images is the main novelty of this
study.

In the proposed 3D-MoS, we first create a shape attribute
model that incorporates attributes into the 3D known shape
model of the recognition object. Then we define a scalar
function which means the correlation between multiple mod-
els projected onto images of dual eyes and actual objects ap-
pearing in an image of dual eyes. It is possible to set the
model shape, light environment or correlation function so as
to take the maximum fitness value when the position and ori-
entation of the 3D model overlaps those of the object. In such
a state, the problem of finding the 3D position and orientation
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Fig. 1. Control logic for the proposed system

of the object is an optimization problem for finding a vari-
able that maximizes the correlation function. Furthermore,
by conducting an optimal solution search using the correla-
tion function as a fitness of the genetic algorithm (GA), it is
possible to effectively search for the optimal solution even
when the distribution of the correlation function with respect
to the position and orientation becomes a multi modal func-
tion due to noise.

2.1 3D Model-based Matching Method
Knowing the information of the target and predefined rel-

ative pose to the AUV, the solid model of the target is prede-
fined and projected to 2D images. Comparing the projected
solid model image with the captured 2D images by dual cam-
eras, the relative pose difference can be calculated. A control
system using this method is shown in Fig. 1.

2.2 3D Model-based Recognition using Real-time Multi-

step GA
Fitness value which is correlation function of projected

model against the real target in the image is used as the eval-
uation parameter of recognition process. Even through there
are classical computer vision algorithms to obtain the rela-
tive pose estimation, GA provides recognition performance
in terms of effectiveness, simplicity and repeatable evalu-
ation for real-time performance. Therefore, GA named as
Real-time Multi-step GA (Detail explanation can be seen in
[1][2][3]) in this experimental system is capable of real-time
recognition of the moving image effectively and confirmed in
our previous works [4][5]. In this method, the genes which
represent the different relative poses of 3D model to the ROV
are initiated randomly. According to defined fitness function,
the gene with the highest fitness function value represents the
pose of the real target. Therefore, the searching problem of
real target pose addresses the optimization problem. Through
the steps of GA (Selection, Cross over and Mutation), a num-
ber of genes that represent different poses are evaluated by

the defined fitness function to get the best gene with the most
truthful estimated pose. This 3D model-based matching pro-
cess is executed within 33 ms synchronizing with the video
rate of dual-eyes camera. Fig. 2 shows searching area of
RM-GA.

2.3 Underwater robot system
Remotely controlled underwater robot used in this exper-

iment (manufactured by KOWA) is shown in Fig. 3.
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Fig. 2. GA searching area and coordinate systems of the
robot and the real target.

Fig. 3. Underwater vehicle which we used in the experiment.
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As the main sensor that is visual sensor for this robot , the
two fixed forward cameras are used for 3D object recognition
in visual servo. In the thruster system of ROV, 2 horizontal
thrusters with maximum thrust of 9.8 N, 1 vertical thruster
with maximum thrust of 4.9 N and 1 lateral thruster with 4.9
N are installed.

3 NEW PROPOSED METHODS

3.1 Lighting 3D Marker
We call the target object used in this study ”3D marker”.

A conventional 3D marker did not emit light (passive); thus,
in recognition under dark and turbid environments, the robot
had to use the lighting mounted on itself. However, in that
case, as shown in Fig. 4(A), it is has been confirmed that the
recognition has failed because the camera image is entirely
blurred white. This is thought to be caused by diffused re-
flection of light on the particles in the turbid water. This is a
factor that makes recognition in the dark and turbid environ-
ment difficult, which can be a fatal obstacle to use the system
in the actual sea area. From this point of view, it can be said
that it is necessary to minimize the amount of light reach-
ing the camera in order to prevent diffused reflection and ac-
curately recognize the object. Therefore, we newly propose
”lighting 3D marker” which emits light. By doing so, it can
take in only the light necessary for recognition, which can be
recognized even in higher turbid environment (Fig. 4(B)).

Non-lighting marker in 15.3 FTU

Lighting marker in 15.0 FTU

(�)

(�)

Fig. 4. Comparison of appearances of a lighting marker and
a non-lighting one under turbid environment.

3.2 Union evaluation function using HSV color infor-

mation
The previous evaluation method used in [6], [7] was based

only on the Hue value of the object. However, using this
method, its relative pose cannot be recognized well while
using the lighting 3D marker proposed this time in a dark

and turbid environment (Fig. 5(A)). The reason is that as the
robot approaches the marker, the amount of light reaching
the cameras increases, and on the camera image, the strongly
emitting part appears white. When using only Hue informa-
tion for evaluation, there is a disadvantage that an achromatic
color such as white or black cannot be evaluated. Therefore,
when the amount of light reaching the camera is large and
light is diffused due to turbidity, as shown in Fig. 5(A), the
outside of the light emitting part is recognized, and as a re-
sult deviation from the true value occurs. Here, this problem
is solved by adjusting the light quantity of the light emitting
part according to the turbidity and the distance between the
robot and the marker. However, when constructing such a
system, it is inevitable that it becomes a very complicated
system. Therefore, we need to think about a simpler method.
Another method newly proposed in the paper is a composite
type object evaluation method using three color elements of
HSV. This is in consideration of the evaluation of ”lighting”
in addition to the conventional evaluation using ”color”. As
shown in Fig. 6, score is evaluated for each point (pair of
points in the case of lighting evaluation) by using correlation
function ( Eq. (1), (2) and (3)). Then, by synthesizing the
two fitness values according to Eq. (4), ”union fitness value
(Funion)” which we newly defined is obtained ultimately.
Eq. (4) plays the role of so-called ”OR” in which the union
fitness value becomes higher if either of the two fitness values
(fitness values of color evaluation (Fhsv) and light emission
evaluation (Fvd

)) is higher. Therefore, the model of the ob-
ject has redundancy. Here, it is assumed that Npairs has the
same value as Nout in Eq. (4).

Only Hue evaluation in 8.0 FTU

Color and light emission evaluation by HSV in 8.0 FTU

(�)

(�)

Fig. 5. Difference in accuracy between two methods in rec-
ognizing the marker.
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The fitness function was designed as an evaluation param-
eter in the pose estimation process. It is a defined correlation
between a projected model and a real target in the image. In
Fig. 7, the three solid circles and the three circles outlined
with dotted lines represent the spheres on the real target and
those on the j-th model obtained from 3D-to-2D projection,
respectively. The pose φj

M of the 3D model is an unknown
variable composed of six parameters (x, y, z, ε1, ε2, ε3) and
is determined in the pose estimation process. The 2D pro-
jection of each sphere in the model is divided into two re-
gions, as shown by the dashed circles in Fig. 6. Instead
of evaluating the positions of all of the points in the model,
only select points are considered, as shown in Fig. 6. When
the j-th model is projected onto the 2D images of the left
and right cameras, the fitness value for that model is calcu-
lated. Portions of the target object that lie inside the inner
and outer regions of each corresponding sphere of the pro-
jected model proportionally increase and decrease the fitness
value, respectively. Therefore, the fitness function is maxi-
mized when the pose of the model fits that of the target object
depicted in the images of the left and right cameras. The eval-
uation parameters of the fitness function were designed to re-
duce the effect of noise, which is considered here as peaks in
the fitness function that represent incorrect poses of the tar-
get. A detailed definition of the fitness function can be found
in [7], [8] and [9]. The concept of the fitness function in this
study can be said to be extension of the work in [9], in which
different models, including a model with rectangular surface
strips, were evaluated using images from a single camera.

Outer area of the model (background)

Inner area of the model

Take the difference of in 

“Value” between pairs of 

two points each angle.

30°

Calculate fitness of 

light emission

Fig. 6. Projection of the blue sphere of a model with selected
sample points. There are a total of 60 points (36(=Nin/3)
and 24(=Nout/3) points in the inner and outer regions, re-
spectively) in the projection, and the diameter of the inner
region is same as that of the actual sphere.
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Fig. 7. Real target (solid circles) and projected 3D model
(circles with dashed outlines) in a 2D image obtained by the
right camera.
4 DOCKING EXPERIMENT IN A POOL

4.1 A Strategy of Docking Operation
The sea docking strategy is same as the pool test except

for the approaching step and stay step. To perform the contin-
uously repeated docking experiments, the proposed docking
system includes five steps: (1) Approaching step (approached
the docking station by manually until the 3D marker is in the
field of view of the cameras), (2) visual servoing step (initial
state of the docking), (3) docking step (fitting the docking
pole into the docking hole), (4) stay step (staying in front of
the docking station for data storing without performing vi-
sual servoing), and (5) launching step (go back to the desired
position). These steps is explained in [7] in detail.

4.2 Experimental Results
Fig. 8 shows the docking experimental results conducted

in the pool. (A) is a fitness obtained by synthesizing two
values of color fitness and light emission fitness. Based on
the synthesized fitness, it is judged whether the robot oper-
ates or not. Here, it can be seen that the synthesized fitness
oscillates approximately periodically from about 20 seconds
onward. To clarify the cause, a comparison with the recog-
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nition value in the x direction is shown in (B). Here, as the
recognition value in the x direction decreases, the fitness in-
creases and as the recognition value increases, the fitness de-
gree decreases. As can be seen from (G), the light emission
fitness, which is one of the fitness which became the origin
of (A), is influenced by the distance of x direction between
the robot and the 3D marker. Generally, the longer the dis-
tance between the light source and the observer becomes, the
greater an influence on light affected by turbidity. Therefore,
under the influence, the boundary between the light-emitting
part of the marker and the background becomes blurred, and
the difference in brightness is considered to become small.
(C) shows the recognition value and the desired value in the
x direction of the robot at the same time. In this time three
consecutive dockings were conducted. If the docking condi-
tions shown in (D), (E) and (J) are satisfied, the desired value
in the x direction is decreased. According to (C), it can be
said that the recognition value follows the desired value. (D)
and (E) are recognition values in the y direction and the z
direction, respectively. The desired value for these is always
constant and is zero. It is understood that the recognition
value after entering the docking operation almost always sat-
isfies the docking condition and it is possible to stably rec-
ognize even under a turbid environment. (F) and (G) are the
color fitness and the light emission fitness. Data is saved in
Stay Process, and at that time control is stopped. Here, to
speed up data storage, data storage of (F) and (G) is stopped.
(F) is around 0.3 to 0.4, which is lower than (G), but shows
a stable value without being influenced by turbidity depend-
ing on the distance. Regarding (G), as described above, it
has a dependency on distance due to turbidity. (H) and (J)
are the recognition values of the rotation angle around the x
axis and y axis, respectively. Quaternion is used for angle
representation, so it has no unit. Robot do not control these
because it can maintain a stable posture even if they are not
driven. It shows that after the docking operation, it shows
stable recognition value as compared with before. Finally,
(J) is the recognition value of the rotation angle around the z
axis. Although this angle is controlled, it can be said that it
shows a stable recognition value after the docking operation
like (H) and (I). Besides, regarding the docking condition, all
the conditions are almost always satisfied, thereby realizing
a stable docking operation.

5 CONCLUSION
In this time, we proposed new methods on the measure-

ment of the position and orientation of the object under the
dark and turbid environment, and conducted a docking exper-
iment at an indoor pool to demonstrate its utility. It was able
to realize recognition and docking operation in turbid water
(8.0 FTU) without influence of water flow such as waves.

From now on, we will conduct docking experiments in real
sea areas with turbid environments using these methods.
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