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A hovering-type autonomous underwater vehicle
(AUV) capable of cruising at low altitudes and observ-
ing the seafloor using only mounted sensors and pay-
loads was developed for sea-creature survey. The AUV
has a local area network (LAN) interface for an addi-
tional payload that can acquire navigation data from
the AUV and transmit the target value to the AUV.
In the handling process of the state flow of an AUV,
additional payloads can control the AUV position us-
ing the transmitted target value without checking the
AUV condition. In the handling process of the state
flow of an AUV, additional payloads can control the
AUV position using the transmitted target value with-
out checking the AUV condition. In this research, wa-
ter tank tests and sea trials were performed using an
AUV equipped with a visual tracking system devel-
oped in other laboratories. The experimental results
proved that additional payload can control the AUV
position with a standard deviation of 0.1 m.

Keywords: autonomous underwater vehicle, visual
tracking, sea-creature sampling

1. Introduction

The seabed contains extremely rich resources such as
hydrothermal ore deposits, methane hydrate, and cobalt-
rich crust. However, unlike the methods to extract mines
and oil fields, no profitable method to extract these re-
sources has been established. One of the reasons for this
is that the seabed topographical structure and surrounding
environment are mostly unclarified. To conduct a seabed
survey at a depth of 50 m or more, to which ordinary
divers cannot dive, remotely operated vehicles (ROV) and
autonomous underwater vehicles (AUV) are used. An
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Fig. 1. Tasks performed by underwater vehicles.

ROV receives electric power through umbilical cables and
is remotely controlled by a ship whereas all the underwa-
ter operations of AUV are programmed prior to its diving
into the ocean. Fig. 1 shows the surveys and tasks con-
ducted with ROV and AUV. The ROV, with a manipulator,
is used for surveys and performing operations such as col-
lection of mineral and living sea-creatures [1, 2] as well
as core samples [3], drilling into a hydrothermal vent [4],
and temperature measurement of water from the vent [5],
as it can be operated in accordance with the underwater
environment in a flexible manner. An AUV with no con-
straints due to cables is used for wide area surveys such
as measurement of seabed topography and image map-
ping of biological community [6–8]; however, it cannot
perform tasks that require interaction with the surround-
ing environment. Therefore, ROV and AUV are both nec-
essary, and hence a large operational cost is required to
perform a detailed seabed survey that includes wide area
mapping of an observation target area and collection of
the target during a single navigation. To realize an ef-
ficient seabed survey, the authors have been studying an
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Fig. 2. Hovering type AUV Tuna-Sand2.

AUV that could not only perform a wide area mapping of
the seabed, but also undertake sampling or other interac-
tive tasks with the environment. For an AUV to collect
an object from a deep ocean seabed in unknown environ-
ment and securely return to the sea surface, it needs to
have a superior performance and robust software config-
uration. In this study, as the first step toward the real-
ization of AUV’s automatic sampling, we developed an
AUV that can control vessel motion according to the des-
ignated speed and position while ensuring its safety on the
seabed. In this work, the system configuration and kine-
matics of the developed hovering-type AUV Tuna-Sand2
are introduced, and a sequence of safe surveys and soft-
ware configuration are proposed. We also report the re-
sults of a sampling experiment conducted using a payload
developed by Ishii and coworkers of Kyushu Institute of
Technology; this experiment verified the effectiveness of
the AUV, and a docking experiment was also conducted
using a payload developed by Minami and coworkers of
Okayama University.

2. Hovering-Type AUV Tuna-Sand2

2.1. System Architecture of the AUV
In this study, we developed AUV Tuna-Sand2 [9]

shown in Fig. 2 on the basis of the technical knowl-
edge of the hovering-type AUV Tuna-Sand [10, 11], ob-
tained from The University of Tokyo. Tuna-Sand2 has
two pressure-resistant containers, namely, a control hull
and a mapping hull as shown in Fig. 3. The payloads
for necessary sensors and observation equipment are con-
nected through underwater connectors.

The control hull of the AUV contains three CPUs, one
each for navigation, obstacle detection, and 3D mapping,
connected with one another through LAN. Various sen-
sors and payloads are connected to the CPU for naviga-
tion, which controls all the information and navigation
details of the AUV. The latitude and altitude data from
the GPS are used for self-localization on the sea surface

while the ground speed and altitude data from the Doppler
velocity logs (DVL), depth data from pressure sensor, and
data of true azimuth and posture from inertial navigation
system (INS) are used for underwater self-localization.
The CPU for navigation controls the thrusters and tracks a
route based on the estimated position and waypoints intro-
duced in advance. An acoustic modem for command link
with a function of bidirectional communication is used to
receive commands from support ships and transmit AUV
navigation information.

A camera, which captures forward images from the
AUV, is connected to the CPU for obstacle detection. A
sheet laser emits light in forward direction and the camera
captures images of the reflected light to detect any obsta-
cle. If an obstacle lies in front of the AUV, the distance
to the obstacle is calculated by the light-section method,
and the results are transmitted to the CPU for navigation
through Ethernet. The observation equipment mounted
on the Tuna-Sand2 is a 3D mapping system [12, 13] de-
veloped by the Thornton Laboratory of The University of
Tokyo. This 3D mapping system consists of a pressure-
resistant container, which contains a CPU, control circuit,
and two LED strobes. The CPU for mapping controls the
lighting interval of the LED strobes and the sheet laser; it
also controls the camera to regularly capture laser reflec-
tion images and seabed images. The shape of the seabed
can be estimated from the acquired laser reflection im-
ages, and the color of the seabed can be ascertained from
the seabed images. With these data, 3D seabed mosaic
images can be created offline. The interface is gigabit
Ethernet, through which navigation data can be received
and target values are transmitted to control the position
of the AUV. The software configurations for payloads are
explained in Section 2.4.

2.2. Kinematics
The hovering-type AUV Tuna-Sand2 has six 500 W

thrusters, of which four are for horizontal navigation and
two for vertical navigation. The location and normal
thrust direction of each thruster are presented in Fig. 4.
To control motions in the surge, sway, and yaw direc-
tions and make the maximum forward thrust and the max-
imum backward thrust the same and the maximum star-
board thrust and the maximum port thrust the same, the
four horizontal thrusters THFR, THFL, THRR, and THRL are
tilted from the X axis by −θH , θH , π + θH , and π − θH ,
respectively and placed on the X-Y plane. For efficient
placement of the payloads and to prevent the field of vi-
sion of the camera from being blocked by the sand dust
brought up by current, the two vertical thrusters, TVR and
TV L, are placed on the YZ-plane, and tilted from the Z-axis
by −θV and θV , respectively. For static stability in the roll
and pitch directions, the payloads and buoyance materials
are placed in such a way that the center of gravity and
center of buoyancy both lie on the Z axis and the center of
gravity lies below the center of buoyancy. With the thrusts
from the thrusters shown in Fig. 4, the thrust forces, FSRG,
FSWY , and FHV acting on the AUV in the surge, sway, and
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Fig. 4. Location and direction of six thrusters.

heave directions, respectively, and the moments MRLL and
MYW in the roll and yaw directions, respectively, are ex-
pressed by the following equations. θH and θV need to be
between 0◦ and π/2.

FSRG = (−THRF −THFL +THRR +THRL)cosθH (1)

FSWY = (FVR −FV L)sinθV

+(−THFR +THFL −THRR +THRL)sinθH (2)

FHV = (FVR −FV L)cosθV . . . . . . . . (3)

MRLL = (TVR −TV L)(lVY cosθV + lVX sinθV ) . (4)

MYW = (−THFR +THFL +THRR −THRL)
·(lHY cosθH + lHX sinθH) . . . . . (5)

Tuna-Sand2 is not controlled in the roll direction since
the restoring moment generated by the gravity and buoy-
ancy is larger than MRLL given by Eq. (4). In this case, the
TVR and TV L are determined by FHV as follows.

TVR = TV L =
FHV

2cosθV
. . . . . . . . . . (6)

The thrusts of the horizontal thrusters are determined
from Eqs. (1), (2), and (5). Here we consider the thrust
of the horizontal thrusters necessary to generate FSRG.
Since FSWY = MYW = 0, for the thrust of the horizon-
tal thrusters to contribute only to FSRG, constraint con-
ditions THFR = THFL and THRR = THRL have to be satis-
fied. Because the thrust ratio of the front and rear thrusters
(THFR +THFL)/(THRR +THRL) is not determined uniquely
from Eqs. (1), (2), and (5), we assume the ratio to be 1.
From the above constraint conditions, the assumption, and
Eq. (1), the following equation is derived.

−THFR = −THFL = THRR = THRL =
FSRG

4cosθH
. (7)

Similarly, the thrust from the horizontal thrusters re-
quired to generate FSWY and MYW is calculated and added
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to Eq. (7) to obtain the following:

THFR = −aFSRG −bFSWY − cMYW . . . . . (8)

THFL = −aFSRG +bFSWY + cMYW . . . . . (9)

THRR = aFSRG −bFSWY + cMYW . . . . . (10)

THRL = aFSRG +bFSWY − cMYW . . . . . (11)

Here, we have

a = (4cosθH)−1 . . . . . . . . . . . . (12)

b = (4sinθH)−1 . . . . . . . . . . . . (13)

c = {4(lHY cosθH + lHX sinθH)}−1 . . . . . (14)

With the above equations, the arbitrary strengths of
FSRG, FSWY , FHV , and MYW can be supplied to the AUV.
For the proposed AUV, we assume that FSRG, FSWY , FHV ,
and MYW are independent variables and are calculated by
the PID control of the position or speed.

2.3. State Flow
The operation of Tuna-Sand2 is controlled by a state

flow, which is divided into modes and each CPU executes
a process according to the mode. The state flow of Tuna-
Sand2 is shown in Fig. 5. After executing a mission pro-
gram, the AUV changes its mode to Mode 0 to be ready
to dive into the sea. Underwater, the AUV dives with
its weight and changes its mode to Mode 10 on reach-
ing depth d1. In Mode 10, DVL and other sensors as well
as the sheet laser whose operation is restricted on ground,
are switched on and the altitude is monitored while the
AUV keeps diving. When the altitude becomes lower than
h, the AUV shifts to Mode 20 and begins controlling the
altitude and fixing its position. After hovering at the po-
sition for a certain period of time, the AUV changes the
mode to Mode 30. In Mode 30, the AUV begins naviga-
tion with a constant speed and constant altitude follow-
ing the predefined waypoints and the CPU for obstruction
detection and CPU for mapping execute respective pro-
cesses. When it passes by all of the waypoints, the AUV
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Fig. 6. Software architecture for AUV handling.

changes the mode to next mode. Mode 40 to Mode 60
are reserved for payloads. Using appropriate payloads
and mode configuration, the AUV can collect living sea-
creatures or perform docking of a seabed station. If there
is no payload mode or the payload process finishes, the
AUV shifts to Mode 70 and begins surfacing. When it
surfaces to depth d2 or lesser, the AUV judges that it has
reached the sea surface; it switches off the DVL and pay-
loads and finishes the session program (Mode 80). The
flow from Mode 0 to Mode 80 of the AUV is managed by
a mission manager, which executes the processes sequen-
tially.

2.4. Handling System
The CPU for navigation in Tuna-Sand2 manages mode

switching and target position in Mode 0 until Mode 30 and
in Mode 70 to Mode 80 in the state flow explained in Sec-
tion 2.3, and executes the processes. On the other hand,
Mode 40 to Mode 60 are assigned to the processes for
payloads, where the AUV is operated for a target object
detection by the external sensors, for example, for col-
lecting seabed sea-creatures and performing docking of a
seabed station. Fig. 6 shows the software configuration of
a handling system of Tuna-Sand2. The CPUs for payloads
or purposes other than navigation, receive the sensor data
stored in a shared memory, navigation information such
as PID control, and distance to an obstacle obtained from
an obstacle detection task through the status server. Target
values and other information in Mode 40 to Mode 60 are
stored to the shared memory through a handling server.
An abnormality detection task checks for any water leak-
age in the pressure-resistant vessels and abnormal battery
voltage and forces the AUV to surface immediately if any
abnormality is present. A handling manager manages the
modes and executes the sequence shown in Fig. 7 for safe
navigation of the AUV according to the target values re-
ceived through the handling server. In Mode 40, the state
of the AUV, including the power of necessary equipment
such as thrusters and DVL, and the state of communica-
tion with the payloads are monitored. If any abnormal-
ity is found, the handling process is immediately finished,
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and the mode is changed to Mode 70. If no abnormality
is found and the handling data are updated, the current
mode is reconfirmed, and actions are taken according to
the mode. The horizontal movement is initiated accord-
ing to the flowchart shown in Fig. 8. The payload can in-
struct target horizontal position in absolute, UTM, or the
relative coordinate system by using the horizontal control
modes (0 to 3). If the horizontal position is designated
with the altitude, latitude, and UTM coordinate system,
it is checked whether the AUV passes by the designated
position in Mode 30 to ensure the safety. The designation
of a target value in the robot coordinate system is limited
by the maximum movement distance. All target values
can be expressed as those in the UTM coordinate system
for horizontal position control, which allows navigation
without any erroneous operation.
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The flowchart of the vertical movement is shown in
Fig. 9. The vertical movement can be designated by using
one of the three kinds of target values, namely the depth,
altitude, or the heave-direction position in the robot coor-
dinate system. When the depth is designated, it is checked
whether the AUV has passed the global positions for hori-
zontal movement as designated. When the AUV navigates
with the designation of the altitude or heave-direction po-
sition, the DVL may not be able to measure the altitude
depending on the distance from the seabed. If the altitude
cannot be measured, the altitude cannot be controlled. To
prevent this case, it is checked whether the designated
position (the altitude converted from the current altitude
when the heave-direction position is designated) is within
the DVL’s measurable range. If not, the control based on
the target value is not executed. Because the depth and
altitude are measured with respective sensors having dif-
ferent resolutions and sampling intervals, the optimal gain
is hardly obtained if the same control system is used to
operate the sensors. Because the depth and altitude are
measured with respective sensors having different resolu-
tions and sampling intervals, the optimal gain is obtained
with difficulty if the same control system is used to op-
erate the sensors. Therefore, the sensors are separately
operated using the respective control systems for the ver-
tical movement. The rotation movement can be specified
with either of the two target values, specifically, the rela-
tive and absolute angles, depending on the control mode.
No matter which target value is used, the position is con-
trolled with the absolute angle. Unlike the horizontal or
vertical movement, no specific limit is set for the target
values of the rotation movement.

Using the above-mentioned handling system, we con-
ducted AUV experiments in a water tank and in an ac-
tual sea with the payloads developed by Ishii’s group of
Kyushu Institute of Technology and by Minami’s group
of Okayama University.
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3. Application to Visual Tracking System

3.1. Docking to the Station in a Water Tank
With the payload of a stereo vision system, the “Three-

Dimensional Move on Sensing (3D-MoS)” developed by
Minami and coworkers of Okayama University, Tuna-
Sand2 was used to perform an experiment in which it
docked to a station in a water tank. The 3D-MoS, made by
Minami’s group, uses stereo vision to create a 3D model
of a 3D marker having three colored balls, and maps the
model to each camera image. The position and posture of
the 3D marker at which correlation between the mapped
model and the actual images of the 3D marker is maxi-
mized are calculated by a genetic algorithm. The relative
distance to the target can be measured in real time [14,
15]. Fig. 10 shows a schematic of the experimental setup.
For the experiment, we installed the 3D marker, which
3D-MoS tracked, and a station to a wall of dimensions
8 m × 8 m and 8 m deep pool. The station has a pipe, to
which a pole attached to Tuna-Sand2 can be inserted. The
3D marker has three colored balls and the stereo vision
system 3D-MoS calculates the marker’s position online
using a genetic algorithm online and employs the highest-
adaptation position as the marker’s position. The diameter
of the pipe to which the pole is inserted is ϕ130 mm and
the distance from the 3D marker to the pipe is known. In
this experiment, the AUV begins navigation in Mode 30
and moves to the waypoints P0 to P5 at a depth of 4 m.
After reaching P5, the AUV surfaces to the depth of 1.7 m
where the 3D marker is placed, and moves to P6, at which
point, 3D-MoS can recognize the 3D marker. After reach-
ing P6, the AUV begins visual tracking of 3D-MoS (in
Mode 40). When the relative position error between the
AUV and 3D marker becomes smaller than a threshold,
the AUV performs the docking operation and finishes nav-
igation. In the experiment, the target values given by 3D-
MoS are the position data in the robot coordinate system.
Fig. 11 shows the north-south and east-west positions of
the AUV in the visual tracking by 3D-MoS. In the exper-
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Fig. 12. Captured image by 3D-MoS at docking.

iment, the AUV was designated to move according to the
target values from 3D-MoS not only for the horizontal po-
sition but also for the depth and direction. However, those
data are omitted here, because when it reached P6, the
AUV’s relative position errors in the heave and yaw direc-
tions converged below the threshold. Although there was
an overshoot of approximately 0.05 m in places where the
target position changed significantly, Tuna-Sand2 could
follow the target values given by 3D-MoS and its posi-
tion could be controlled within a final error of ±0.01 m or
smaller. When the relative position to the target became
smaller than the threshold, the AUV immediately moved
to the station and successfully performed the docking at
the station as shown in Fig. 12. Successful insertion of
the pole to a ϕ130 mm pipe indicates that Tuna-Sand2
with 3D-MoS mounted indicates that the relative position
to the 3D marker was controlled with the RMS of 0.13 m
or smaller, and docking to an actual station was feasible.

3.2. Sampling Test at the Ocean
With a sampling system developed by Ishii and

coworkers of Kyushu Institute of Technology, Tuna-
Sand2 performed an experiment in which it collected sea-
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creatures at a depth of 450–700 m offshore Hatsushima,
Shizuoka Prefecture (KS-17-J03 Research Cruise). The
sampling system, made by Ishii’s group, consists of a
lower-side camera, a manipulator with slurp gun [16–18],
and a control container. The sampling system removes
lighting irregularity from the captured seabed images [18]
and uses a visual attention model [19] to find the highest-
attention image as living sea-creatures. The shooting po-
sition of the selected image is obtained from the status
server and the compressed image is transmitted to the
control ship through an image-transmission acoustic mo-
dem on Tuna-Sand2 [20]. Researchers on the ship choose
a sampling target from the received images and trans-
mit the image number of the image containing the target
to the AUV, which then changes the mode to Mode 40.
After shifting to Mode 40, the AUV operates under the
control of the sampling system and returns to the posi-
tion where the image of the designated image number
was taken. When the AUV reaches the shooting point,
the sampling system begins tracking the detected sea-
creatures (in Mode 50). When the relative error with the
target becomes smaller than the threshold value or when
it performs tracking for a designated time, the manipu-
lator with slurp gun performs sampling of the target (in
Mode 60).

We conducted a seabed image survey and sampling ex-
periment with Tuna-Sand2 in the sea area offshore Hatsu-
shima. Fig. 13 shows a trajectory of the AUV in TS-43
dive. After reaching the seabed, the AUV controlled and
maintained the altitude at 2.0 m and began navigation to
the waypoints with a speed of 0.12 m/s. In approximately
40 min after the start of the navigation, the image num-
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Fig. 14. Comparison of images during observation and return.
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Fig. 15. Position of AUV during visual tracking by sam-
pling system.

ber of the image containing a sampling target was des-
ignated and the AUV headed to the position where the
image was taken. For the AUV navigation, the horizontal
movement was controlled by designation of the positions
in the north-south and east-west directions in the UTM
coordinate system, the vertical movement was controlled
by designation of the altitude, and the rotation operation
was controlled by designation of the direction toward the
image shooting position. Fig. 14 shows an image captured
during the observation (in Mode 30) and another captured
when the AUV judged that it had returned to the point
where the former image was captured (in Mode 40). The
AUV considers that the two images in Fig. 14 were cap-
tured at the same position and therefore the precision of
the AUV’s position can be determined by comparing the
two images. If we assume that the detected sea-creature in
the left image of Fig. 14 did not move until the time when
the right image of Fig. 14 was taken, we can conclude
that the AUV can perform self-localization with a preci-
sion of ±0.5 m or smaller. Fig. 15 shows the position of

244 Journal of Robotics and Mechatronics Vol.30 No.2, 2018



Underwater Platform for Intelligent Robotics and its Application

AUV while tracking after it returned to the shooting posi-
tion. The figure indicates that the AUV controlled the hor-
izontal position with the steady-state error of ±0.1 m or
smaller. The vertical movement under the altitude control
had larger tremors than the horizontal movement, with an
overshoot of as large as 1.0 m. In the experiment, the sam-
pling failed because of wrong recognition of the sampling
target. However, the experiment showed that the AUV
could successfully accomplish the position control with
high precision in the actual sea under the direction from
the payload.

4. Conclusions

This paper explains the configuration of a hovering-
type AUV, which can navigate with the only the installed
sensors and the handling system, which receives opera-
tion commands from the payloads. The AUV uses a LAN
interface for the payloads, a status server that can acquire
the navigation information of the AUV, and a handling
server that transmits target values from the payloads to the
AUV. The survey of the AUV was conducted sequentially
by following a state flow, and the payloads worked in co-
ordination with the AUV by executing processes accord-
ing to the mode value received from the status server. The
modes that can be arranged for the payloads are available
in the state flow. In these modes, the payloads can safely
control the AUV’s position without checking the state of
the AUV.

To verify the effectiveness of the AUV and handling
system, a payload developed by Ishii and coworkers of
Kyushu Institute of Technology and one developed by
Minami and coworkers of Okayama University was in-
stalled, and experiments with each of the payloads were
conducted. The experimental results showed that the
AUV and handling system worked correctly both in the
water tank and at sea, and the position of the AUV could
be controlled with a precision of ±0.1 m by using the pay-
loads.
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