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Abstract
Three-dimensional (3D) estimation of position and orientation (pose) using dynamic (successive) images input at video
rates needs to be performed rapidly when the estimated pose is used for real-time feedback control. Single-camera 3D
pose estimation has been studied thoroughly, but the estimated position accuracy in the camera depth of field has proven
insufficient. Thus, docking systems for underwater vehicles with single-eye cameras have not reached practical application.
The authors have proposed a new 3D pose estimation method with dual cameras that exploits the parallactic nature of
stereoscopic vision to enable reliable 3D pose estimation in real time. We call this method the “real-time multi-step
genetic algorithm (RM-GA).” However, optimization of the pose tracking performance has been left unchallenged despite
the fact that improved tracking performance in the time domain would help improve performance and stability of the
closed-loop feedback system, such as visual servoing of an underwater vehicle. This study focused on improving the
dynamic performance of dual-eye real-time pose tracking by tuning RM-GA parameters and confirming optimization of
the dynamical performance to estimate a target marker’s pose in real time. Then, the effectiveness and practicality of the
real-time 3D pose estimation system was confirmed by conducting a sea docking experiment using the optimum RM-GA
parameters in an actual marine environment with turbidity.

Keywords Real-time multi-step GA · Visual servoing · Pose estimation · Dual-eye tracking · Underwater docking

1 Introduction

Controlling robots with visual information has been studied
mainly for ground-based robots. For example, target object
detection and recognition for mobile robots using a
monocular camera were proposed in [1] and [2]. In [1],
object detection and recognition was performed by an
indoor mobile robot using template matching with scale-
invariant feature transform (SIFT). In that approach, a robot
was localized relative to the floor using floor marks. The
objects in images input from a single camera were extracted
and recognized, and a three-dimensional (3D) solid model
of the indoor environment was mapped onto the floor. In
[2], 3D models were created by finding the edge points in
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captured images of the actual environment. In [3], an image
acquisition method was used to reconstruct the 3D shape of
objects for an underwater vehicle. In that approach, the SIFT
method and random sample consensus algorithm were used
to extract and match some features from a pair of cameras
to measure the pose of 3D objects.

Several studies have looked at visual-servoing-based
underwater vehicles in recent years. Most of them have
used a single camera to estimate the position and orientation
(pose) of the target object [4–6]. Binocular vision was used
in some studies to detect the target position of the vehicle
[7, 8]. Even though two cameras were used in [7], one
was facing downward for shooting sea-floor images and
the second camera was pointed forward for the purpose
of obstacle avoidance. In [8], the vehicle’s position was
estimated using two cameras and a sonar system. In that
approach, the position of the vehicle was calculated by
combining data from a Doppler sonar and CCD cameras,
but the system was not used to control the orientation of
the vehicle. This means that 3D pose estimation using the
parallactic character of dual cameras has not been realized.
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Realizing autonomous docking of underwater vehicles
has been a hot topic in the field of marine science and
technology [9, 10]. Conventional methodologies used so far
are multi-sensor feedback to control the vehicle pose and
follow a desired trajectory based on the estimated vehicle
pose, but this conventional method has a shortcoming in that
it is difficult to estimate orientation correctly, especially if
a single camera and known marker are used for the pose
estimation.

Real-time pose estimation has been identified as a vital
technology for underwater vehicle control and docking.
Since recharging batteries at the bottom of the sea enables
a vehicle to conduct tasks for a long time, such as 1 year
or longer, and since the recharging function requires the
vehicle to dock to a charging station, docking technology
has become more important in recent years. In this context,
real-time pose estimation that is effective for docking
control has become attractive. Based on this motivation,
we developed a 3D-perception-based move-on-sensing (3D-
MoS) system using dual cameras and a 3D marker for
real-time pose tracking by means of visual servoing, as
shown in Fig. 1. Thus, visual servoing of an underwater
vehicle using the parallactic character of stereoscopic vision
and 3D-model-based recognition and real-time multi-step
genetic algorithm (RM-GA) was initiated by our research
group [11].

When researchers want to improve the dynamical
behavior of robots that are controlled by feedback
information — closed-loop dynamical performance — they
need to carefully examine whether the feedback signal
includes a time delay. In devices controlled by sensor
signals, the time delay of the signals seldom becomes
problematic. However, when the estimated pose is used
in the feedback loop of the vehicle, improvement of real-
time pose estimation performance becomes much more
important, and improvement of real-time pose estimation is
required for stable pose control of the vehicle,.

In other optimization-based systems, optimization meth-
ods, especially GA, were used for tuning the parameters of
the controllers [12, 13]. In our approach, optimization was

Fig. 1 Underwater vehicle and 3D marker

used in the feedback loop. Moreover, most of the studies
on GA-optimization-based systems based their evaluation
on iteration number rather than the time domain [20–23]
(Detailed discussion is given in Section 2.) Therefore, in
comparison to the previous studies discussed above, (1)
improvement of the 3D-MoS system by optimizing RM-GA
for real-time pose estimation is one of the main contribu-
tions of this paper. In addition, our system performed 3D
pose estimation using dynamic images with video rate of 30
frames per second (fps). Therefore, (2) verification against
dynamic image input highlighted the merits of the proposed
approach in comparison to studies [20–23] based on evalua-
tion of iteration number. Finally, other vision-based docking
approaches [14, 15] have not discussed performance in
turbid conditions, which demonstrates dynamic fitness dis-
tribution. Thus, (3) the confirmation of the improved system
by real sea docking experiments conducted in a turbid sea
environment to examine RM-GA’s optimizing behavior is
the final contribution of this paper. A detailed discussion of
the problem statement is provided in Section 3. According
to recognition experiments in a test pool, it was confirmed
that optimization improved the time response performance
to track a moving 3D marker relative to the vehicle — even
though the marker was stationary in space, the video images
inputted successively from a camera included fluctuation
— improving the stability of the vehicle when controlled
by visual servoing. Sea docking experimental results con-
firmed the effectiveness and the practicality of our proposed
3D-MoS with optimized RM-GA.

The remainder of this paper is organized as follows:
Section 2 describes the optimization techniques in related
work. Section 3 explains the problem. Section 4 describes
the method for pose estimation. Experiments for optimizing
real-time multi-step GA parameters are discussed in
Section 5. A sea docking experiment using the optimum
parameters of RM-GA is analyzed and discussed in
Section 6. Conclusions and areas for future research are
presented in Section 7.

2 Optimization Techniques in RelatedWork

Since the real-time pose tracking that is used for docking
feedback control has been converted into an optimization
problem of a time-varying multivariate function to estimate
the pose of a remotely operated vehicle (ROV), some
aspects of the optimization problem are discussed in this
section.

Traditional optimization techniques, such as steepest
decent, linear programming, and dynamic programming,
have been used for solving multivariate functions to give
the lowest function value, and they tend to require the
assumption that the slope angle of the inclination of
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the optimization function is calculable. This assumption
sometimes is an obstacle when these techniques are applied
to general problems where the inclination angle is not
calculable. In such cases, the inclination is calculated as
an approximation, leading to optimization errors. Moreover,
the traditional optimization techniques often fail to provide
local optima for optimization problems with multiple peaks.

Powerful optimization techniques were developed to
overcome this problem, including GA, ant colony opti-
mization (ACO), and particle swarm optimization (PSO).
These new methods do not need a calculable inclination
of the optimizing function distribution. The GA is a global
optimization technique for searching solutions in a large
space. Its evaluation function works on the principle of the
Darwinian theory of the survival of the fittest. The ACO
approach is a multi-agent system in which the behavior of
artificial ants is inspired by the behavior of real ants seeking
food. The PSO algorithm is also a global optimization algo-
rithm that works on the principle of the foraging behavior of
swarms of birds. These advanced optimization techniques
are utilized in engineering optimization problems and have
proved effective for specific kinds of problems. A detailed
discussion of these advanced algorithms is provided in [16].

All the above-mentioned algorithms are nature-inspired,
population-based search techniques, and they have some
limitations. Therefore, the suitability of these algorithms
for specific problems needs to be tested, and they have
been modified for different problems [17–19]. In [17], the
optimization ability of the GA was enhanced and improved
using sampling techniques, such as Latin hypercube
sampling, Faure sequence sampling, and Hammersley
sequence sampling. The performance and effectiveness of
modified GA and the traditional algorithm were described
and illustrated with a number of test problems. In [18],
the authors introduced a new hybrid co-evolution-based
multi-objective PSO method. The method in [18] is a
hybrid technique that combines the features of co-evolution
and Nash equilibrium with an ε-disturbance technique to
handle multiple-objective optimization problems for ship
design. The algorithm in [18] was tested and validated
utilizing the most widely used 2D and 3D test functions
and applied to an actual ship design. In [19], a modified
ACO algorithm for localization of odor sources by multiple
robots was proposed. The performance of the system in
[19] was improved by adding local traversal search and
global random search, and it effectiveness was shown by
simulations.

3 Problem Statement

Researchers have discussed optimization of GA parameters
for specific problems [20–23]. Rexhepi et al. [20] applied

GA with different parameter settings to the travelling
salesman problem (TSP) for Kosovo municipalities. In
that approach, they studied route solution for the TSP
by analyzing GA parameters based on the number of
generations. Boyabatli and Sabuncuoglu [21] analyzed the
effect of numerical parameters on GA performance and
reported that high mutation rates give better performance.
Tabassum and Mathew [22] utilized GA for image
optimization and demonstrated the capability of solving
the knapsack problem. Specifically, they studied how GA
parameters affected reproduction of the original images. In
[23], the influence of one key GA parameter, chromosome
population, was studied for bacteria cultivation. Various
population sizes from 5 to 200 chromosomes were explored
with a fixed number of 200 generations. The results showed
that the larger populations did not improve the solution
accuracy while consuming more computing resources.

These studies have been based on the number of
iterations to achieve a stable fitness distribution, not on
the length of time needed for the optimization. Relative
pose estimation by an ROV using dynamic images should
be optimized against a time-dependent multi-peak fitness
distribution as fast as possible for closed-loop stability.
Since the speed of the estimation is related to the time
needed for the optimization calculation, not the iteration
number, the performance should be evaluated using the
convergence response measured in the time domain.
However, most optimization methodologies have focused
on accuracy and iteration number rather than calculation
time, i.e. best time response in the pose estimation against
successive video image input, aiming at decreasing time
delay of visual feedback to enhance stability of closed loop
dynamical motion.

To the best of the authors’ knowledge, no existing
study has analyzed GA parameters based on real-time
performance, especially for pose estimation. In this paper,
the relation optimization performance for pose estimation
is based on a criterion that the parameters used in RM-
GA should achieve the shortest convergence time. The
difference between our previous study [24] and this study is
that this study provides more detail concerning the choice of
optimum parameters based on convergence behavior in the
algorithm. In [24], the practicality of the proposed system
was presented by showing the experimental results of
docking in an indoor pool. The present paper is intended to
explain extensively how the proposed system performs real-
time pose estimation using optimized GA parameters and
how this optimization improves performance. Moreover,
this study included the performance of docking in an actual
sea environment with turbidity using the optimized RM-
GA system; this had not been done previously [24]. The
experiments confirmed that the proposed RM-GA system
can perform real-time recognition and feedback control.
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Fig. 2 3D-model-based
matching method using dual-eye
vision. A fitness function
evaluates the degree of matching
between the projected 2D model
and the real 3D marker as
captured in both camera images
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4 Pose EstimationMethod

Instead of localizing the vehicle and target pose using global
coordinates, such as by GPS tracking, our system localizes
the vehicle relative to the target through recognition of a
known target using dual cameras set on the ROV and a 3D
marker that represents the pose of the docking station.

4.1 3DModel-basedMatchingMethod Using
Dual-eye Vision System

In this section, we discuss the 3D pose estimation method
briefly for the reader’s convenience. Please refer to [11] for
detailed explanation.

Template matching using 2D models and 2D images has
been used in other model-based approaches. This technique
cannot reliably provide estimation for 3D poses, particularly
for orientation. In contrast, the proposed pose estimation
method is based on the idea of recognition using a 3D model
to evaluate 2D images with stereo vision. A previous study
[25] developed a 3D-model-based matching method that
can estimate the relative 3D pose of a human head. This
strategy has been validated as realistic and practical for 3D
recognition by an underwater ROV.

Based on the known shape, color, and size of the
3D marker, models with assumed poses (since pose is
the unknown parameter in this study) are predefined and
distributed in the 3D search space in front of the cameras,
as shown in Figs. 2 and 3. Then, each model is projected
onto the two camera images. A fitness function evaluates
the match between the projected model with assumed

pose and the real 3D marker, as captured by the cameras.
When the projected model and real 3D marker coincide
in the 2D images and maximize the fitness value, then
the pose of the model that gives the maximum fitness
value is the output representing the actual pose of the
real 3D marker. Therefore, the main task in the pose
estimation method is to search for the model with the
highest fitness value. However, it is time-consuming to
evaluate all possible models in the search space in a
real-time application. Therefore, our approach converts the
search problem into an optimization problem. Based on this
concept, we implemented a RM-GA in which a number of
models with random poses are initially generated and those
models are converged to the real target for one image input
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during a 33-ms control period (note that camera video rate is
30 fps). Every 33 ms, the RM-GA outputs the best-fit pose
and inputs the next successive image for next calculation of
pose. Selection of RM-GA parameters and verification of
the proposed system for real-time pose tracking are the main
contributions of this paper. The framework and the system
architecture of RM-GA are discussed in Section 4.3.1.

The 3D-model-based pose estimation using dual-eye
vision is shown in Fig. 2. In the figure,

∑
IL and

∑
IR are

the reference frames of the left and right camera images,
respectively;

∑
H is the reference frame of the ROV; and∑

M is the reference frame of the real target. The search
space of the vision system is defined as shown in Fig. 3. A
model of the 3D marker with three balls colored red, green,
and blue is predefined in the computer system as the target
object. Many 3D models with the same 3D information,
including shape, color, and size, but different poses, are
allocated randomly in the search area. The real target object
in space is captured by a dual-eye camera, and the poses of
each model, which is given by a chromosome created by the
RM-GA and shown as dotted lines in Fig. 2, are projected
onto the 2D images. The degree of matching between the
projected solid model and dotted line models is evaluated
in 3D space by applying a fitness function to the left and
right 2D images. Finally, the best model of the target object
that represents the true pose is obtained based on the highest
fitness value.

The 3D marker balls are used because they have a
perceptible diameter. As the ROV approaches a ball, the
circle in the 2D projection becomes proportionately larger.
Other shapes revealed the difficulty of estimating the
position in the camera depth of field (x) direction. The
3D marker has no characteristic symmetry, such as point
symmetry, linear symmetry, plane symmetry, or rotational
symmetry. Thus, the 3D marker cannot assume spatial
orientations that would restrict the RM-GA. In other

words, the marker always presents the ROV with a unique
image that cannot also be obtained from another viewing
angle.

4.2 Fitness Function

The fitness function is used to measure the degree of
matching between the captured image and the projected
models. In other words, the fitness function correlates the
3D pose of each individual model with the real 3D target
in 3D space. A good fitness function enhances the ability
of the GA to explore the search space with a more effective
and efficient convergence speed. In this system, hue value
is used for recognition of the 3D marker because it is less
sensitive to environmental conditions. Figure 4 shows the
real 3D marker and a model of the target 3D marker. The
3D marker was constructed using red, green, and blue balls
(diameter of 40 mm). The dimensions of the real marker
are shown in Fig. 4a, the model of each sphere is shown in
Fig. 4b, and c is an enlarged view of one ball model. Each
ball model consists of two portions, an inner portion that is
the same size as the target and an outer portion that is the
background area as shown in Fig. 4. The captured image
(pixel) is detected in a 2D image as green, blue, or red in
hue space.

The following fitness function is used in this study.
Each ball of the model comprises an inner sphere SL,in

and an enveloping sphere SL,out , as shown in (1). The
inner sphere of the left camera model SL,in is intended to
evaluate the ball area of the real target — corresponding to
inner area in Fig. 4c —, and the enveloping sphere SL,out

— corresponding to outer area in Fig. 4c — is for the
background area. The fitness function for the model F(φi)

with assumed pose φi is calculated by averaging the fitness
functions of both the left camera image FL(φi) and right
camera image FR(φi). The summation in (1) is concerning

Fig. 4 Real 3D marker and
model: (a) real 3D marker, (b)
model, and (c) enlarged view of
the blue ball model, where the
inner area is the same size as the
real target object and the outer
area is the background area. The
dots in (c) are points for
calculating the degree of overlap
between the actual ball and the
inner and outer areas of the
model
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the j-th point ILrj (φi) in left camera image, defined on the
i-th 3D model, whose pose is φi . In (1), N represents the
number of points to be evaluated, where j = 1, 2, · · · , N. The
allocations of those points are shown in Fig. 4c. If the j-th
point of i-th model defined by φi in SL,in overlaps with real
3D marker and the model’s hue color value coincides with
the projected real 3D marker’s hue value, in this case the
fitness function has a value of p(ILrj (φi)) = +1 in (1) then
the fitness value increases. If otherwise, p(ILrj (φi)) = −1,
then the fitness value decreases. Therefore, the fitness value
will be maximum when the model and the real target exactly
coincide, and the system will have obtained the true pose
of the real target 3D marker that gives maximum point in
the fitness function distribution. Although RM-GA may not
track the true pose in realtime, the pose given by the gene
with highest fitness value can exist around the true pose
within some pose estimation error ranges. The estimated
pose is represented by φ̂ hereafter.

F(φi)= 1

N
{FL(φi) + FR(φi} /2

= 1

N

⎧
⎨

⎩

⎛

⎝
∑

ILrj (φi )∈SL,in(φi )

p(ILrj (φi )) +
∑

ILrj (φi )∈SL,out (φi )

p(ILrj (φi ))

⎞

⎠

+
⎛

⎝
∑

IRrj (φi )∈SR,in(φi )

p(IRrj (φi )) +
∑

IRrj (φi )∈SR,out (φi )

p(IRrj (φi ))

⎞

⎠

⎫
⎬

⎭
/2 (1)

The specification of RM-GA is that the number of genes
is 60, selection rate 60%, mutation rate 10%, crossover is
two-point, evolutionary strategy is elitism preservation. A
more detailed description of the fitness function can be
found in our previous study [11, 26].

4.3 Evolution in RM-GA

As explained in Section 4.1, the search problem is converted
into an optimization problem. To the best of the authors’
knowledge, few studies have applied advanced optimization
techniques when the real-time performance is dominant.
To overcome the computational burden, especially for
systems with fast dynamics, fast and efficient algorithms
based on a real-time iteration scheme were discussed
in [27]. In [28], an ACO algorithm to optimize the
parameters of the controller for a real-time process for
a highly nonlinear conical tank system was presented.
In [29], an identification-based robust motion control
was implemented for an autonomous underwater vehicle
using a PSO algorithm. Although simulation results were
presented to demonstrate the performance of the system, the
methodology in [29] has not been used in a real application.
Instead of using other methods that could provide powerful
accuracy but also increase the computational burden, RM-
GA (Note that the former name of RM-GA is 1-step

GA) was selected for the proposed system because it has
following advantages:

(1) Adaptable to stationary environments that provide a
differential distribution with multiple peaks.

(2) Repeatable within the video frame rate to deal with
time-varying distribution for newly input images.

(3) Recognition accuracy in terms of

a. Sensitivity: each of six parameters of the pose are coded
by 12-bit strings and recognition accuracy is at the
millimeter level,

b. Reliability: design of fitness function and selected GA
parameters can provide robustness against disturbance,
and

c. Convergence speed: the evolutionary algorithm in
RM-GA evolves the chromosomes using as many
generations as possible within the video frame duration
of each image.

A more detailed explanation of why RM-GA was used
and how it works is provided in our previous work [11].

4.3.1 Framework and System Architecture of RM-GA

The pose of the model estimated by RM-GA in 4.2, φ̂, is
expressed as a 72-bit string to represent six pose parameters
(x, y, z, ε1, ε2, and ε3), as shown in Fig. 5. The first 36
bits (12 bits each for x, y, and z) represent the position
coordinates of the 3D model. The last 36 bits (12 bits
each for ε1, ε2, and ε3) describe the orientation defined by
a quaternion. Supposing the desired pose is given as φd ,
the visual servoing error can be defined as e = φd −
φ̂. The controller used for the visual servoing expariment
in this paper is a simple proportional controller, since
damping effect seems to be enough through the preparatory
experiments.

A flowchart for the RM-GA is shown in Fig. 6b, and
a shows the GA process steps for converging on the best
solution from the first to the final generation. Note that
evaluation is performed in 2D and convergence occurs in
3D. The search space of the GA is defined as shown
in Fig. 3. First, a random population of models with
different poses are generated within the search space, and
a new pair of left and right images captured by the dual
cameras is input. The appearance of the real target and
the first generation of models in 3D search space and
the corresponding 2D images of the target and models is
shown at the top of Fig. 6a. Each model in the population
is evaluated using the fitness function. After the results
are ranked, the selection operator selects the models from
the current generation that have the best fitness values for
reproduction in the next generation. A two-point crossover
operator creates the next generation of models by randomly
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Fig. 5 GA chromosome for
model pose: 12 bits each for x,
y, and z represent the position
coordinates of the 3D model and
12 bits each for ε1, ε2, andε3
describe the orientation defined
by a quaternion

00….10 10….10 10….11 00….11 11….10 00….01

12 bits 12 bits 12 bits 12 bits 12 bits 12 bits

x y z

Position Orientation

Pose of model

exchanging data between chromosomes at two positions.
In spite of the above reproducing processes, the best gene
would be preserved as it is into the next generation, called
elitist preservation strategy. This is intended that the best
pose may not be changed in 33 ms. Then, the mutation

operator randomly changes additional bits in the crossover
progeny. At this time, the next generation has a better fitness
value for position and orientation that more closely matches
the real target’s pose than did the previous generation. The
genetic information is transferred to the next generation

Fig. 6 Process flow in the
RM-GA: (a) graphical
representation of solution
evaluation and chromosome
evolution during each 33-ms
control period and (b) flowchart
of GA process steps during
convergence performance from
the first to final generation
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to optimize the genes for each input image. Again, the
convergence of the genes to a better solution with higher
fitness value than the previous generation is achieved within
33 ms. By performing this procedure repeatedly, RM-
GA searches the optimum solution that represents the real
target’s true pose, as shown at the bottom of Fig. 6a.

Regarding the RM-GA system hardware, the two cam-
eras used for 3D imaging had the following specifications:
CCD imaging elements, 380,000 pixels, NTSC video sys-
tem, minimum illumination of 0.8 lx, and no zoom. The
specifications of the PC used for 3D pose estimation were
Intel Core(TM) i7-3517UE CPU operating at 1.70 GHz
with RAM of 4,096 MB and a 64-bit operating system.
Two PCI-5523 interface boards were installed in the PC to
receive images from the two cameras. The convergence per-
formance of the GA as a dynamic evaluation function was
proved mathematically by a Lyapunov analysis in a previ-
ous study [30]. Also, the effectiveness of the GA search
was demonstrated in a previous study on visual servoing for
catching fish [31].

Optimization of the number of generations, population
size, selection rate, and mutation rate is discussed in detail
in the next section.

5 Experiment for Optimizing RM-GA
Parameters

5.1 Experiment Environment

A static environment is defined as an environment that
does not contain any moving objects, while a dynamic
environment has moving objects (i.e., moving targets
and robots). In the dynamic environment, square and
fair comparisons are very difficult for convergence time

because the vehicle or marker motion can disturb the GA
convergence process. Therefore, the dynamic performance
of GA image fitting convergence was analyzed in a static
environment with the cameras and marker in fixed positions.
The layout of the experiment environment is shown in
Fig. 7. The frame was designed to hold the experimental
devices firmly. The experiment was done in a tank (2,870
mm long × 2,010 mm wide × 1,000 mm deep) filled with
clear water. The horizontal distance between the cameras
was 178 mm, which is the same distance between the ROV’s
cameras. For the search area, as shown in Fig. 3, the distance
between the 3D marker and the two cameras was set at
415 mm. The distance between the center of the 3D marker
and the bottom of the tank was 120 mm, and the distance
between from the center of the camera to the bottom of the
tank was 130 mm. Power and control signals from the PC
were transmitted through a tether cable.

5.2 Number of Generations Based on Size
of Chromosome Population

The use of correct population size is an important factor
for successful GA application, so we first analyzed how
many generations could be created within 33 ms based
on different chromosome population sizes. Figure 8 shows
the number of generations formed when the chromosome
population size was varied from 10 to 500. According to
the graph, as the population size increased, the number of
generations formed within 33 ms decreased. The maximum
number of generations was 37 for a population of 10, and
the minimum number was 1 for populations of 360-500
chromosomes. The experimental results for the number of
generations informed the population sizes used in further
experiments, such as the convergence performance of
dynamic image analysis described in the next section.

Fig. 7 Layout of experiment
using 3D marker and two
cameras

3D marker
Right camera

415 mm

X

y

z

120 mm

Left camera
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Fig. 8 Number of generations
created by RM-GA within 33
ms based on different
chromosome population sizes
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5.3 Convergence Performance of RM-GA Using
Dynamic Images

In the RM-GA process, selection, crossover, and mutation
operators act on every generation to evolve the best
pose chromosome toward the true pose of the target
object (x, y, z, ε1, ε2, andε3) within 33 ms. The primary
parameters used to optimize the accuracy of the system
were selection rate, mutation rate, and population size.

The selection rate indicates the percentage of chromosomes
that will be reproduced to form the next generation, and
the mutation rate indicates the percentage of chromosomes
that are subject to random bit changes at the end of
each generation. The image convergence performance
of RM-GA was analyzed with different chromosome
population sizes, selection rates, and mutation rates
while holding the fitness value and crossover technique
constant.
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Fig. 9 Comparison of convergence time for fitness value of 0.6 and
population size of 10 with different selection and mutation rates: selec-
tion rates = 0.2, 0.4, 0.6, and 0.8 and mutation rates = 0.05, 0.1, and

0.15. The vertical dotted line “A” shows the convergence time of the
best combination of RM-GA parameters for a population of 10. The
parameters of “A” are given in Table 1
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Fig. 10 Comparison of convergence time for fitness value of 0.6 and
population size of 20 with different selection and mutation rates: selec-
tion rates = 0.2, 0.4, 0.6, and 0.8 and mutation rates = 0.05, 0.1, and

0.15. The vertical dotted line “B” shows the convergence time of the
best combination of RM-GA parameters for a population of 20. The
parameters of “B” are given in Table 1
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Fig. 11 Comparison of convergence time for fitness value of 0.6 and
population size of 40 with different selection and mutation rates: selec-
tion rates = 0.2, 0.4, 0.6, and 0.8 and mutation rates = 0.05, 0.1, and

0.15. The vertical dotted line “C” shows the convergence time of the
best combination of RM-GA parameters for a population of 40. The
parameters of “C” are given in Table 1
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Fig. 12 Comparison of convergence time for fitness value of 0.6 and
population size of 60 with different selection and mutation rates: selec-
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0.15. The vertical dotted line “D” shows the convergence time of the
best combination of RM-GA parameters for a population of 60. The
parameters of “D” are given in Table 1
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Fig. 13 Comparison of convergence time for fitness value of 0.6 and
population size of 80 with different selection and mutation rates: selec-
tion rates = 0.2, 0.4, 0.6, and 0.8 and mutation rates = 0.05, 0.1,

and 0.15. The vertical dotted line “E” shows the convergence time of
the best combination of RM-GA parameters for population 80. The
parameters of “E” are given in Table 1
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Table 1 Primary parameter
values that produced the fastest
convergence time for each
population size with a fitness
value of 0.6

Case Population size Selection rate (%) Mutation rate (%) Convergence time (s)

A 10 0.8 0.15 0.218

B 20 0.4 0.1 0.156

C 40 0.6 0.1 0.125

D 60 0.6 0.1 0.203

E 80 0.6 0.1 0.172

The convergence performance of RM-GA was analyzed
using a fitness value of 0.6 and various population sizes (10,
20, 40, 60, and 80), selection rates (0.2, 0.4, 0.6, and 0.8),
and mutation rates (0.05, 0.1, and 0.15). The values for these
primary parameters, as well as the fitness value, were cho-
sen based on experiments. Also, a fitness value of 0.6 was
deemed as representing good performance. Each different
population value produced the number of generations shown
in Fig. 8. The experimental results are shown in Figs. 9-
13. In total, 60 combinations of different population sizes,
selection rates, and mutation rates were analyzed.

The experimental results of the convergence time for a
population size of 10 and the various values for selection
and mutation rates are shown in Fig. 9. The fastest time for
convergence of GA image recognition was obtained with
a selection rate of 0.8 and mutation rate of 0.15, which
produced a convergence in 0.187 s, as shown by dotted line
“A” in Fig. 9d.

The other results population sizes of 20, 40, 60, and
80 and different selection and mutation rates are shown in
Figs. 10–13. In Fig. 10b, the combination of selection rate
of 0.4 and mutation rate of 0.1 had the fastest convergence
time for a population of 20. The rapid convergence behavior

of GA can be seen in Fig. 11c for a population of 40,
selection rate of 0.6, and mutation rate of 0.1, where
convergence was achieved in 0.125 s. In Fig. 12c, the
convergence performance of GA with a population of 60
was fastest for a selection rate of 0.6 and mutation rate
of 0.1; convergence was reached in 0.203 s. In Fig. 13c,
the fastest convergence time for a population of 80 can
be seen for a selection rate of 0.6 and mutation rate of
0.1. Table 1 summarizes the primary parameter values that
obtained the best convergence times with a fitness value of
0.6 for each population size. Figure 14 compares the fastest
convergence times, as indicated by the lines labeled “A”-“E”
in Figs. 9-13.

Considering the effect of changing the selection and
mutation rates in the population sizes evaluated, the effect of
the mutation rate seems more important because it supports
the generation of new solutions in the search space. The
effect of the mutation rate was noticed at a value of 0.05 in
different population sizes, as the system could not converge
to the solution in the available calculation time. This slow
convergence time means that the small mutation rate did
not generate enough new and better solutions. For most
population sizes, a mutation rate of 0.1 provided better

Fig. 14 Comparison of effect of
optimal primary parameters on
fitness value for population sizes
of 10, 20, 40, 60, and 80 and
increased calculation time.
Values for selection and
mutation rates are given in
Table 1
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Table 2 Optimum parameters
for RM-GA Chromosome population size 40

Search area (mm) [x, y, z] = ±400 ± 200 ± 400

Selection rate (%) 60

Crossover technique Two points

Mutation rate (%) 10

Control period (ms) 33

Number of generations (per 33-ms period) 9

Evolution strategy Elitist preservation

results, although the higher rate of 0.15 was better for a
population of 10.

Overall, the fastest convergence of 0.125 s was obtained
with a population size of 40, selection rate of 0.6, and
mutation rate of 0.1 The optimum RM-GA parameters used
in the sea docking experiments are given in Table 2.

6 Sea Docking Experiment
using the Optimum Parameters of RM-GA

We conducted the docking experiment in the sea to verify
the effectiveness of the real-time 3D pose estimation system
using the optimum parameters obtained in tank experiments.
Even though the effectiveness of the proposed system
in docking experiments was confirmed under different
environmental disturbances in previous work [32–37], this
was the first time we checked the system’s tolerance
against turbidity. Real sea environments may degrade the
visual ability of the system beyond that produced in a
simulated environment with a pool due to turbidity, sunlight,

and waves. Since the proposed system was confirmed to
be effective against other disturbances, we inferred that
it would also be effective against turbidity. To ensure
the presence of turbidity, the docking experiment was
conducted in a turbid coastal environment rather than clear
oceanic water.

6.1 Experimental System and Conditions

6.1.1 Structure of Docking Station

The layout of the sea docking experiment is shown in
Fig. 15. The docking station was a cubic prism 600 mm
long × 450 mm wide × 3,000 mm tall, oriented with the
long sides parallel to a pier. The 3D marker and docking
hole were fixed in the docking station. The diameter of
the docking hole was 130 mm, and the center distance
between the marker and docking hole was 145 mm. Two
underwater cameras were attached to the docking station for
monitoring the behavior of the ROV during the experiments
and recording it for later analysis. The ROV was tethered

Fig. 15 Layout of the station for
sea docking

130 mm

145 mm

3D marker

Docking 

hole

ROV

Docking station
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Fig. 16 Block diagram of servo
control using visual feedback
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 motion
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                and RM-GA

+

Target pose Error Thrust
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Voltage
e

x, y, z, 

, , ,

and connected by a 200-mm cable to the RM-GA PC
(controller and 3D pose estimator) on the pier.

6.1.2 Environmental Conditions

The sea docking experiment was conducted on the coast of
Okayama Prefecture, Japan. The environmental conditions
during the experiment were as follows: the time of day
was about 15:45 p.m., the water depth from the surface
to the sea bottom was 2.1 m, the turbidity level was 10
Formazin turbidity units, the illumination at the sea surface
was 80,000 lx, the illumination underwater at a depth of 1
m was 3,000 lx, and sea wave action was continuous during
the experiment. The turbidity level was measured using a
portable turbidity monitor (TD-M500, OPTEX).

6.1.3 3DMotion Controller

The control system is depicted as a block diagram in
Fig. 16. The four thrusters mounted on the ROV were
controlled by sending a command voltage based on
feedback regarding the difference between the current pose
(x, y, z, ε3) of the ROV, represented by �H in Fig. 17,
and the desired pose (xd, yd, zd, ε3d ). In this study, the
control of rotation around the x-axis and y-axis in �H

was neglected because the orientation of the ROV (center
of buoyancy located above the center of gravity) was
autonomously maintained in a stable horizontal state. The
control voltages of the four thrusters were calculated as
follows:

Surge direction : v1 = kp1(xd − x) + 2.5

(v1 = 0V for thrust of 9.8 N in XH of �H in Fig. 17

v1 = 5 V for − 9.8N) (2)

Sway direction : v2 = kp1(yd − y) + 2.5

(v2 = 0 V for thrust of 4.9 N in XH of �H in Fig. 17

v2 = 5 V for − 4.9N) (3)

Orientation around ZH axis : v3 = kp2(ε3d − ε3) + 2.5

(v3 = 0V for 0.882N in ZH of �H in Fig. 17

v3 = 5 V for − 0.882 N) (4)

Heave direction : v4 = kp3(zd − z) + 2.5 (5)

(v4 = 0 V for − 4.9 N in ZH of �H in Fig. 17

v4 = 5 V for 4.9 N)

In Eqs. 1–4, v1, v2, and v4 are the control voltages
of the four thrusters for the movement of the ROV in
the x, y, and z directions, respectively. Here, xd, yd, zd ,
and ε3d specify the desired relative pose between the
vehicle and the target, and ε3d is the orientation around
the z-axis, which is controlled by the value of v3. A
proportional controller was used for all thrusters. We
were prepared to add integration and derivative terms in
the controller if such adjustments became necessary, but
they were unnecessary for these experiments. The gain
coefficients were adjusted to achieve the best condition for
visual servoing in the docking process based on preliminary
experiments.

600 mm

-67 mmX
H

Z
H

Y
H

∑
H

X
M

∑
M

Z
M

Y130 mm

370 mm

145 mm

M

Fig. 17 Layout of docking experiment. The ROV had a rod (8mm×6
mm) on its right-hand side, and the target had a round hole with a
diameter of 130 mm on its left-hand side
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Fig. 18 Fitness value results for sea docking experiment. Detailed positioning results for the times corresponding to lines “A”-“F” are given in
Fig. 19

6.1.4 Docking Strategy

Here, we provide a brief explanation of the docking strategy
for the reader’s convenience. A more detailed discussion
is provided in [32]. The goal of docking was to insert
a rod attached to the vehicle into a docking hole. The

layout of the docking experiment is shown in Fig. 17. The
homing stage was not considered in this experiment. In the
docking strategy, the docking operation has four stages: (1)
manual operation, (2) visual servoing, (3) docking, and (4)
completion of docking. The ROV approached the docking
station by manual operation until the object was in the
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Fig. 19 Docking experiment in actual sea environment with turbid-
ity: (a) position in x-axis direction, (b) position in y-axis direction,
(c) position in z-axis direction, and (d) orientation around z-axis. The
dotted lines “A”-“F” in each panel correspond to docking stages as

follows: (A) end of manual operation, (B) transition to visual servoing,
(C) start of docking, and (D-F) completion of docking. Photographs
taken at these times are shown in Fig. 20
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Fig. 20 Photographs of docking experiment in actual sea environment
with turbidity and position in x-axis direction: Each panel corresponds
to the time denoted dotted lines “A”-“F” in Fig. 19. Note the place-
ment of the docking pole in the docking hole in photograph ”F.” In

each panel, the upper photographs are the left and right camera images
acquired by the ROV and the lower photographs were taken by two
underwater monitoring cameras (back view and top view of docking
hole from cameras inside the docking station)

camera field of view. Visual servoing started when the 3D
marker was detected, which corresponded to a fitness value
of 0.2. This means that if a pose had a fitness value that
was less than 0.2, this pose was not used in the feedback
system, signaling that the target may not be in the field of
view. In other words, when the fitness value reached 0.2, the
visual servoing stage started. When the pose of the vehicle
was stable within the error allowance range of ±30 mm, and
the orientation around the z-axis was controlled to within 7◦
for the desired period (165 ms, which is equal to five times
the control loop period), docking started by decreasing the
distance between the ROV and the 3D marker from 600
mm to 350 mm. Finally, docking was completed by closing
the distance from 350 mm. Then, the vehicle stopped

visual servoing for a few seconds after docking comple-
tion to store the experimental data in memory for later
analysis.

6.2 Analysis and Discussion

In this section, the results of the sea docking experiment
using the optimum RM-GA parameters are analyzed
and discussed. First, a detailed discussion of docking
performance is given in Section 6.2.1 in terms of practical
performance. Second, RM-GA performance in terms of
genetic distribution is analyzed and discussed in detail in
Section 6.2.2 to verify the optimization performance of
RM-GA in the actual sea environment.
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Fig. 21 All genetic data analyses: (a) position of all genes for x-axis, (b) position of all genes for y-axis, (c) position of all genes for z-axis, and
(d) position of all genes for orientation around z-axis

6.2.1 Verification of Control Function

The ROV is controlled to maintain a predefined relative
pose (xd = 600 mm , yd = 0 mm, zd = 0 mm, and
ε3d = 0◦) between the target and the ROV so that the
ROV performs the regulating through visual servoing. The
fitness value of the sea docking experiment is shown in
Fig. 18. The results of the sea docking experiment are
shown in Fig. 19, which shows the positions along the
x, y, and z axes and the orientation around the z-axis.
The vertical dotted lines in each panel, denoted by “A”-
“F,” indicate the docking stage, as explained in the caption
for Fig. 19. The pairs of red horizontal lines in Fig. 19b,
c and d are the error allowance range for the docking
start position. Photographs corresponding to the results of
Fig. 19 are shown in Fig. 20. In this figure, each photograph
corresponds to one of the times denoted by the vertical lines
“A”-“F.”

At the start of the experiment, the vehicle moved from
the starting point and manually approached the 3D marker
until it was in the field of view of the camera, as can be
seen in each panel of Fig. 19. The ROV did not correctly

recognize the marker at the initial stage of the experiment.
Note that pose estimation during the manual operation
is not accurate and not used for feedback control, since
the fitness value was below 0.2, as shown in Fig. 18.
During the long manual navigation in the first stage,
significant continuous oscillation occurred for the first
25 s.

After completing the manual stage, the ROV moved
forward and transitioned to visual servoing by switching
to automatic control after 25 s (dotted lines “A”-“C” in
Fig. 19). At this time, the fitness value was above 0.6,
and the vehicle easily recognized the 3D marker. Then, the
underwater robot servoed to the desired relative target pose.
The dotted line “A” in each subfigure marks the start of
the visual servoing stage. At time “B,” there was a gap
between the desired position and the estimated position in
the x-axis direction because the error allowance for the
docking operation was defined for only the y- and z-axes
and rotation about the z-axis. At that time, the position
in y-axis exceeded the error allowance range, as shown in
Fig. 19b. The vehicle rotated around the z-axis to its left
(based on �H – see Fig. 17).
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Fig. 22 Top genes (60 %) data analyses: (a) position of top genes for x-axis, (b) position of top genes for y-axis, (c) position of top genes for
z-axis, and (d) position of top genes for orientation around z-axis. The top genes are ranked and selected to represent the true pose

In the docking stage, which started at line “C,” the pose of
the vehicle was stable within the error allowance range, and
the docking step was performed by reducing the distance
between the vehicle and the marker in the x-axis direction
from 600 mm to 350 mm. In the x-axis direction in Fig. 19,
it can be confirmed that the robot performed the docking
operation after 45 s (line “C”). At that time, the y-axis, z-
axis, and orientation around in z-axis positions were within
the error allowance range, as shown in Fig. 19, panels (b)-
(d). As the docking stage continued, the pose of the vehicle
remained stable within the error allowance range during the
docking operation, as can be seen at times “D” and “E.”
At some points, the orientation around the z-axis exceeded
the error allowance range. However, the ROV could perform
the docking operation by adjusting the orientation around
the z-axis to compensate for the error. Finally, the docking
operation was completed smoothly at about 55 s (see dotted
line “F”). In photograph “F” of Fig. 20, the part surrounded
by the dotted circle is the docking pole tip and it is
correctly fitted in the docking hole. The vehicle stopped
visual servoing for a few seconds after docking completion

to store the experimental data. The experimental results
confirmed the robustness of the 3D pose estimation and
the docking experiment in an actual sea environment with
turbidity.

6.2.2 Genetic Evolution during Sea Docking Experiment

In this section, the performance of the RM-GA was
confirmed by analyzing all genetic data of the position
and orientation along the x, y, and z axes and around the
z-axis during the docking process, as shown in Fig. 21.
Each black dot in Fig. 21 represents one pose of the
target object created by RM-GA. Dark areas indicate
convergence of the top genes and the other areas represent
the distribution of bottom genes. We confirmed that the
distribution of all genes was within the search area
(see Fig. 3).

The top genes – that is, the top 60% of genes after
ranking by the fitness function – are searched and selected
to represent the true pose of the target object. However,
the bottom genes – the bottom 40% after ranking – are
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Fig. 23 Bottom genes (40 %) data analyses: (a) position of bottom genes for x-axis, (b) position of bottom genes for y-axis, (c) position of bottom
genes for z-axis, and (d) position of bottom genes for orientation around z-axis

also analyzed to check that they are distributed well, which
allows the top genes to converge to the solution quickly, and
that they are diverged enough to cover the search area. The
top 60% of genes in the x, y, and z axes and orientation
around in z-axis converged to the real solution, as shown
in Fig. 22, and the other 40% of genes were divergent,
as shown in Fig. 23. At the start of the experiment, all
genes were distributed randomly along the position axes,
as shown in Figs. 22 and 23. After 25 s, the top genes
(60%) converged to the real solution and the bottom genes
(40%) remained well distributed within the search area.
However, the bottom genes diverged enough not to miss the
target when the ROV moved quickly. The result, shown in
Fig. 21, confirmed that the top genes converged to the real
solution with a selection rate of 0.6. The mean values and
the standard deviation of position along the position axes
are shown in Figs. 24 and 25. The standard deviation of all
genes with respect to position along the x-axis was within
250 mm, position along the y-axis within 300 mm, and
position along the z-axis within 140 mm, and the orientation

around the z-axis was within 10◦. Since the shape of the
mean value in Fig. 24 is similar to that of the top gene’s
pose in Fig. 19, it can be concluded that all genes are
uniformly distributed in the search space. The range of
standard deviation in Fig. 25 also confirmed that the space
searched by RM-GA had coverage sufficient to not miss the
3D marker.

According to the analyses and discussions for the
sea docking experiment using the optimum parameters
of RM-GA explained here, we can reach the follow-
ing conclusions: (1) The functionality and practicality of
the proposed system was confirmed according to suc-
cessful sea docking experiments in which real-time poses
estimated by RM-GA provided direct feedback for posi-
tion control. (2) Real-time pose estimation using optimum
RM-GA parameters was verified for the intended appli-
cation, that is, docking for underwater battery recharg-
ing. Convergence to the solution within 33 ms using
optimum parameters was proved by analysis of RM-GA
performance.
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7 Conclusion

This paper presents performance analyses and optimization
of real-time pose estimation for an underwater ROV
using a 3D marker and dual-eye cameras. The optimum
parameters for the RM-GA were selected based on the
time for convergence using dynamic images in a static
environment. We confirmed and analyzed the data from
the sea docking experiment using the optimum RM-
GA parameters. According to the experimental results,
the proposed system can converge to the real solution
in the RM-GA evolution process using dynamic images.
Experimental results showed that the recognition accuracy
of the system was optimized to errors on the order of
millimeters for real-time pose estimation. In the future,
a recharging experiment using an actual battery will be
conducted with an autonomous underwater vehicle in the
sea.
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