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Abstract: Visual servoing is one of the methods to control robots. By incorporating visual information obtained from the

installed vision sensor into the feedback loop, it is desirable for the robot to be able to operate in a changing environment or an

unknown environment. For visual servo systems, the authors proposed a photo-model-based recognition method for processing

an arbitrary object with a still picture. In the previous work, a flat shape clothes handling robotic system has been proposed to

handle deformable and unique clothes. In this paper, we extend the photo-model-based robot handling system (pick and place)

to a real-time pose tracking system. And the recognition method is used for attitude tracking of different objects of dynamic

pictures. Furthermore, to verify the ability to track with the photo-model-based recognition method. The authors design some

frequency response experiments with arbitrary aquatic creature toys to keep the relative pose between a sea animal and hand-eye.

The results of visual servoing experiments show that the proposed identification method is feasible, flexible and effective.
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1 INTRODUCTION

Since robots have higher reliability and accuracy than hu-

mans, they have been used extensively in production factories

to perform a wide variety of tasks instead of human workers.

However, until now, robots cannot entirely replace hu-

mans. While human beings can conduct intended tasks in

pending circumstances, an automated robot is not adept at

being similarly adaptable. Therefore, the researchers have

tried to improve the abilities of automated robots.

About automated robots, the visual servoing, a robot con-

trol technology using visual information obtained from a vi-

sion sensor (camera) in the feedback loop, is expected to be

able to allow the robot to adapt to changing or unknown en-

vironments [1, 2, 3].

In the previous works [4] and [5], a photo-model-based

matching method has been proposed. With this method, we

developed a clothes-handling robot. In [6], 3D recognition

accuracy has been confirmed experimentally by using 12 dif-

ferent samples cloths. Except for static clothes handling,

there is a need for tracking arbitrary moving target object.

With photo-model-based recognition method, we developed

a visual servoing system. As shown in Fig. 1. The dual-eye

cameras that are fixed at the end-effector of a PA-10 robot

perform the object recognition and pose estimation process

based on the photograph model.

For verifying the ability of tracking an arbitrary object,

in this paper, the authors conduct some frequency response

experiments with arbitrary aquatic creature toys to keep the

relative pose between a sea animal and hand-eye. The re-

sults of visual servoing experiments show that the proposed

identification method is feasible, flexible and effective.

Fig. 1. The visual servoing system with dual eye-in-hand

cameras. World coordinate system (ΣW ) and target coordi-

nate system (ΣM )

2 PHOTO-MODEL-BASED RECOGNITION

To make it easier to understand the photo-model-based

recognition method, we will describe the kinematics of

stereo-vision before an explanation of the proposed system

in details.

2.1 Kinematics of stereo-vision

Figure 2 shows a perspective projection of the dual-eyes

vision system. Each coordinate system are as follows:

• ΣW : world coordinate system,

• ΣH : end-effector (hand) coordinate system, as

• ΣCL, ΣCR: left and right camera coordinate systems,

• ΣIL, ΣIR: left and right image coordinate systems,
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Fig. 2. Perspective projection of dual-eye vision-system: In

the searching area, a 3D solid model is represented by the

picture of crab with black point (j-th photo model)

• ΣMj
: j-th model coordinate system,

• ΣM : object coordinate system.

• Mr
j
i : position of an arbitrary i-th point on j-th 3D model

in ΣMj
, where Mr

j
i is a constant vector

• CRr
j
i and CLr

j
i : position of an arbitrary i-th point on

j-th 3D model based on ΣCR and ΣCL

• ILr
j
i and IRr

j
i : projected position on ΣIL and ΣIR of

an arbitrary i-th point on j-th 3D model

The homogeneous transformation matrix from ΣCR to

ΣM is defined as CRTM (φ
j
M , q), where φ

j
M is j-th model’s

pose and q means robot’s joint angle vector. Then, CRr
j
i can

be calculated by using Eq. (1),

CRr
j
i = CRTM (φj

M , q) Mr
j
i . (1)

The position vector of the i-th point in the right and left cam-

era image coordinates IRr
j
i can be described by using pro-

jective transformation matrix Pk as,

IRr
j
i = Pk

CRr
j
i = Pk

CRTM (φj
M )Mr

j
i (2)

Then, IRr
j
i can be described as,{
IRr

j
i (φ

j
M ) = fR(φ

j
M ,M r

j
i )

ILr
j
i (φ

j
M ) = fL(φ

j
M ,M r

j
i )

(3)

where ILr
j
i can also be described as the same manner like

IRr
j
i .

2.2 Model generation

The model generation process is represented as Figure 3.

It should be noted that the model is only part of a picture and

the picture is not the model. Firstly, a background image is

captured by the first camera and the averaged hue value of

(a) Background (b) Target object in background

(c) space of model is

shown by black points group

(d) Enveloping space of is

shown by points group

Fig. 3. (a) shows a photograph of background image, (b)

shows a photograph of the target object (the blue crab) in

background, (c) represents a photograph of surface space

model Sin by inner points group and (d) represents a pho-

tograph of outside space of model Sout that enveloping Sin.

the background image is calculated as shown in Fig. 3 (a).

Then, the crab is put on the background. Take a 640 × 480

pixels picture at a distance of 400[mm] from the object as

shown in Fig. 3 (b). As shown in Fig. 3 (c), scan from the

four corners at the same time in the arrow direction compare

with the averaged hue value of the background, and generate

the surface space Sin of the model. Finally, the outside space

Sout of the model is generated by enveloping Sin as shown

in Fig. 3 (d). It is gotten that the size of the tangential plane

of the object in the real 3D space.

2.3 3D photo-model-based matching

In Fig. 4, a generated solid model is projected from the

3D space onto the left and right 2D searching planes. The

sub figure on the top of Fig. 4 shows a generated 3D solid

model with its pose Sin(φ
j
M ) (inner dotted points) and the

outside space enveloping Sin(φM ) denoted as outer dotted

line (Sout(φ
j
M )). The sub figure on the left/right bottom of

Fig. 4 show the left/right 2D searching models SL(φ
j
M )

and SR(φ
j
M ) respectively. Both SL(φ

j
M ) and SR(φ

j
M )

consist of SL,in(φ
j
M )and SL,out(φ

j
M )and SR,in(φ

j
M ) and

SR,out(φ
j
M ). The evaluation of the correlation between the

projected model and the images from the dual-eye cameras

attached at the end-effector defined as a fitness function.

2.4 Definition of the fitness function

The concept of the fitness function in this study can be

said to be an extension of the work in [8] in which different

models including a rectangular shape surface-strips model

was evaluated using images from a single camera. The cor-

relation between the projected model φ and captured images

on the left and right 2D searching areas is calculated by the
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Fig. 4. Through projection transformation, a 3D solid model

in the 3D searching space is projected to 2D left and right

images. Searching models represented as SL(φ
j
M ) and

SR(φ
j
M )

equations Eq. (4) to Eq. (6).

F (φj
M ) =

⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩
( ∑

IRrj
i
∈

SR,in(
CRφ

j

M
)

p(IRrj
i ) +

∑
IRrj

i
∈

SR,out(
CRφ

j

M
)

p(IRrj
i )
)

+
( ∑

ILrj
i
∈

SL,in(
CLφj

M
)

p(ILrji ) +
∑

ILrj
i
∈

SL,out(
CLφj

M
)

p(ILrji )
)
⎫⎪⎪⎪⎪⎬
⎪⎪⎪⎪⎭

/(2N)

(4)

The evaluation of every point in the input image that

lie inside the surface model frame and outside area of

the model frame is represented as ILr
j
i ∈ SL,in(φ

j
M ) and

ILr
j
i ∈ SL,out(φM ) respectively.N is the total number of

sampling points Eqs. (5) and (6) is used for calculating

pL,in(
ILr

j
i ) and pL,out(

ILr
j
i ) .

pL,in(
ILr

j
i ) =

⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩

2, if(|HIL(
ILr

j
i )−HML(

ILr
j
i )| ≤ 30);

−1, if(|HIL(
ILr

j
i )−HML(

ILr
j
i )| ≥ 50);

−0.005, if(|H̄B −HML(
ILr

j
i )| ≤ 30);

0, otherwise.

(5)

pL,out(
ILr

j
i ) =

{
0.1, if(|H̄B −HIL(

ILr
j
i )| ≤ 20);

−0.5, otherwise.

(6)

where

• HIL(
ILr

j
i ): the hue value of the left camera image at

the point ILr
j
i (i-th point in SL,in),

• HML(
ILr

j
i ): the hue value of the point ILr

j
i (i-th point

in SL,in) on the model ,

• H̄B: the average hue value of the background image

The evaluation values are tuned experimentally. In Eq. (5), if

the hue value of each point of captured images, which lies in-

side the surface model frame SL,in, is same to the hue value

of each point in a model, the fitness value will increase with

the voting value of “+2.” The fitness value will decrease with

the value of “−0.005” for every point of crabs in the left cam-

era image that are similar to the average hue value of the

background. Similarly, in Eq. (6), if the hue value of each

point in the left camera image, which are in SL,out, is same

to the hue value of the background, with the tolerance of 20,

the fitness value will increase with the value of “0.1.” Oth-

erwise, the fitness value will be decreased with the value of

“−0.5.” Similarly, a function pR,in(
IRr

j
i ) and pR,out(

IRr
j
i )

are represented for the right camera image.

2.5 Fitness distribution of position

To evaluate the feasibility of fitness function Eq. (4), a

good way is a brute-force search or an exhaustive search. For

still pictures of a moment, the fitness values of all candidates

that represent different poses of models are calculated. We

call it “fitness distribution.”

In fact, for the measurement of position or orientation, it

is impossible to exhaust all possibilities. For fitness distribu-

tion, the accuracy of position HxM −H yM is 5[mm]. We

prepared 3D toys of 6 marine creatures as shown in Fig. 5

(a). The four labels corresponding to each model are num-

ber, English name, size and Japanese name. To recognize,

all the objects were taken pictures and saved in a database as

shown in Fig. 5 (b). The true value of all objects is

HψM = [0, 0, 500, 0, 0, 0][mm]. (7)

Fig. 6 are experimental results. In each frame, the lower

right two pictures are the images captured by the left and

right camera. And target object is explained on the left side.

From the results, each peak appears near the true value. The

error is small. The last experiment searches C02 from several

objects. Since its peak is near the true value, it can be said

that this method can search for an object from a complex

background.

2.6 Real-time Multi-step Genetic Algorithm (RM-GA)

As shown in Fig. 8, searching for all possible models

is time-consuming for real-time recognition. Therefore, we

convert the problem of finding/recognizing the target object’s

pose into an optimization problem with a multi-peak distri-

bution. GA is a simple and effective searching method.For

real-time recognition through one frame image in 33[ms],

we have proposed a Real-time Multi-step Genetic Algorithm
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Fig. 5. (a) 6 marine biological models. Code name is from

C01 to C06. The size of each 3D toy is shown in left down of

each frame. The four labels corresponding to each model are

number, English name, size and Japanese name. (b) pictures

of marine biological models with blue sea background. The

size of each picture is 640 × 480 pixels. It should be noted

that the model is only part of a picture and the picture is not

the model. Fig. 6. Due to the limited space, this figure shows fitness dis-

tribution results of object C02, C03, and C05 on HxM−HyM
plane. C03 and C05 are chosen randemly for later visual ser-

voing experiment. In frame (c), target object is C02. We

verify the robustness of this recognition method to the back-

ground with (c) experiment.
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Fig. 7. Pose estimation and tracking performance experiments of the 3D solid target object. Positions of crab and dolphin change

in sine wave. Object’s orientation does not change.
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Fig. 8. we have proposed Real-time Multi-step Genetic Al-

gorithm (RM-GA) for searching the pose of target object in

real-time.
(RM-GA)[7] although it may not be the best GA in compari-

son to other optimization methods. We did not compare GA

with other optimization methods in this study. With this al-

gorithm, Each chromosome consists of six variables. Each

variable is coded by 12bits that can provide sufficient accu-

racy to get the optimal solution. The first three variables of a

model in 3D space (tx, ty, tz) are represented as the position

and the last three variables (ε1, ε2, ε3) are represented as the

orientation.

tx︷ ︸︸ ︷
01 · · · 01︸ ︷︷ ︸
12bits

ty︷ ︸︸ ︷
00 · · ·01︸ ︷︷ ︸
12bits

tz︷ ︸︸ ︷
11 · · · 01︸ ︷︷ ︸
12bits

ε1︷ ︸︸ ︷
01 · · ·01︸ ︷︷ ︸
12bits

ε2︷ ︸︸ ︷
01 · · ·11︸ ︷︷ ︸
12bits

ε3︷ ︸︸ ︷
01 · · · 10︸ ︷︷ ︸
12bits

.

Readers can refer to [7], which has a more detailed explana-

tion.

3 EXPERIMENTAL ENVIRONMENT

Two frequency response experiments with crab and dol-

phin toy are conducted to confirm the tracking ability of the

developed photo-model-based visual servoing system. As

shown in Fig. 1, during the experiments the desired position

and orientation is the same as Eq. (7). The target trajecto-

ries of the two experiments are the same. Both of them are

sine curves with an amplitude of 100 [mm], a period of 20

[s] in the x and y-axis directions and amplitude of 100 [mm],

a period of 60 [s] in the z-axis direction.

4 EXPERIMENTAL RESULTS AND DISCUS-

SION

In Fig.7, W rH and W εH are the tracking results of the

end-effector. WrM and W εM are the motion of target object.

And the desired positions of end-effector WrHd and WεHd

are ideal positions during the experiments. It can be seen that

even though the tracking curves delay somewhat in phase, the

visual servoing system with photo-model-based recognition

method can track the object in time. And different objects

have different effects on the tracking results. On this point,

we will conduct further research and discussion.

5 CONCLUSION

The visual servoing experiments were conducted to con-

firm the performance of the photo-model-based recognition

method. According to the experimental results, this system

can recognize and track the 3D crab and dolphin toys with

the prepared pictures.

We conclude that if we have prepared the pictures of ob-

jects the system can recognize them and track them. How-

ever, different objects seem to have different effects on the

tracking performance of the system. In the future, we would

like to discuss this problem.
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