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Abstract: Recently, a number of researches related to underwater vehicle has been conducted worldwide with the huge demand
in different applications. In the previous study, we proposed an underwater robot vision servo using a compound eye camera. 3D
Model-based Matching Method is proposed for real-time attitude tracking applied to autonomous underwater vehicles (AUV).
Real-time Multi-step Genetic Algorithm (RM-GA) is utilized in searching process of pose in term of optimization, because of
its effectiveness, simplicity and promising performance of recursive evaluation, for real-time pose tracking performance. The
proposed system is implemented as software implementation and Remotely Operated Vehicle (ROV) is used as a test-bed. In
the simulation experiment, visual servo experiment in which the underwater robot recognized the target, estimated the relative
attitude on the basis of the proposed system, and controlled it to the desired attitude, and docking experiment on the assumption
of the automatic power supply from the submarine power supply equipment in the actual sea area were carried out.
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1. INTRODUCTION

Nowadays, visual servoing in which visual information is
used to control the robot’s motion plays an important role
in different domains of application with the rapid progresses
in computer vision technology. Generally, visual servoing
techniques are divided into two categories; Image-Based Vi-
sual Servoing (IBVS) and Position-Based Visual Servoing
(PBVS). In IBVS techniques, images from camera are used
directly for control of robot. In PBVS, information of known
object are extracted and interpreted from the images and used
in controlling of robot in reference space rather than in im-
age space as in IBVS [1-3]. Based on the location of cam-
era, eye-in-hand and eye-to-hand configuration are consid-
ered according to the requirement of application. Then, the
techniques are differentiated based on the number of cam-
eras; from single to multi cameras. Even though there are
some limitations for real-time applications in terms of image-
acquisition-quantization accuracy and processing rates, the
role of visual information has been expanding rapidly in in-
dustry and society in line with efforts of researchers [4, 5].

Like the land and space systems, a number of researches
on underwater vehicle using visual servoing has been con-
ducted worldwide recently [6-25]. Each of them is with dif-
ferent merits and limitations. Most of researches are based
on the monocular vision [6, 7]. In [8], vision system us-
ing artificial underwater landmarks in order to be able to
act autonomously using two cameras was reported. In the
contribution of [9], features in plate are extracted and rela-
tive pose is estimated using the oriented FAST and rotated
BRIEF (ORB) feature extractor. Even though two cameras
are equipped in [8, 9], only one of cameras is used to estimate
the position and orientation of the target and another cam-
era is for another task. There are some related works using
stereo vision for underwater vehicle [10, 11]. In [10], a new
approach of position measurement for underwater vehicle-
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Fig. 1. Underwater robot and 3D marker.

manipulator systems using pan-tilt-slide cameras categorized
in IBVS was proposed. Epipolar geometry calculation of tar-
get consisting of four LED is realized using slide mechanism.
Combining monocular and binocular vision positioning al-
gorithm was introduced in [11], reducing limitation of image
matching technique using two cameras. In [11], dead reck-
oning algorithm was introduced as an aided navigation be-
cause of longer computing time for vision based navigation.
Geometry calculation for relative position of target consist-
ing of LED is used in both [10, 11]. So for our group has
continued to construct visual control and docking system,
using ROV that has many difficulties to deal with the con-
trol line connecting the ROV and computer system set on the
ground ashore. The difficulties include that the line restrict
the ROV’s motions by inner forces and torques exerting to
the ROV. Therefore we need to develop AUV that doesn’t
have any lines and can move freely, which frings us easier
condition to control the vehicle pose. As we are thinking in
this way, we have developed vision-based underwater vehicle
using standalone dual-eyes cameras and 3D marker in PBVS
that is passive target for real-time pose tracking as shown in
Fig.1 The developed system estimates a relative position and
orientation between ROV and target object using 3D model-
based matching method utilizing RM-GA. It is shown ex-
perimentally that regulating experiment can be implemented
using proposed system, approving its accuracy.
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2. PROPOSESYSTEM

The basic concept of the vision-based control technology
is to minimize an error that is represented by difference be-
tween image measurement and desired value. In proposed
system[25], desired value is relative pose (position and ori-
entation) of robot with respect to target in Cartesian space
rather than in image space and image measurements are a set
of 3D parameters from which current pose is estimated in
real-time. The main task of this work is to control the un-
derwater robot to be regulated in desired pose to the target
by means of visual servoing. In this system, the images ac-
quired from the dual-eyes cameras are sent to a PC. Then,
the real-time 3D pose estimation of the target object is exe-
cuted in software implementation of the PC. Finally, based
on the error between target value and estimated value, com-
mand signals generated from calculating the voltage value
gained by P controller for the thrusters are input into ROV in
order to keep desired pose.

2.1. 3D Model-Based Matching Method

Instead of calculation of the absolute position of the vehi-
cle and the target, the relative pose of the vehicle with respect
to the known target is estimated using 3D modelbased recog-
nition. In this method, knowing the information of the 3D
marker and desired relative pose to the underwater vehicle,
the solid model of the target is predefined and projected to
2D images. Then, the relative pose is calculated by compar-
ing the projected solid model image with the captured 2D
images by dual cameras.

Left and right cameras are mounted in vehicle in fixed and
parallel position. Coordinate frames of image, camera, ve-
hicle and model are defined as shown in Fig. 2. Searching
area is assumed to be around the target. The relative pose be-
tween ROV and 3D marker is determined by six parameters
(x, y, z, ε1, ε2, ε3), where the first three are position in Carte-
sian coordinate frame and the latter are orientation in Euler
coordinate system represented by unit quaternion avoiding
singularity issues [26].

Fig. 3 explains how to estimate the relative pose using
3D model-based matching method. Firstly, 3D marker mod-
els with different poses are initially set up in random within
searching 3D space. The main task is to find the model that
coincides exactly with the real 3D marker and then use the
pose of that selected model as the estimated relative pose.
To measure the matching degree, we define fitness function
to be evaluated in 2D images. However, the number of all
possible models within searching area is too huge for system
to be evaluated with real-time performance. Therefore, we
need optimization method to limit the number of models and
generate new models until the best model is detected. In Fig.
3, it can be seen that a number of 3D models are initiated in
random. Then, they are projected to 2D image planes of left
and right cameras and matched with real target images using
fitness value. Based on some fitter models, new models are
generated until generated models approach to the real target.
Finally, the best model is detected and the pose of detected
model is selected as the estimated one. Note that this recog-

Fig. 2. Model-based pose estimation using dual-eyes vision
system.

Fig. 3. 3D recognition process.

Fig. 4. 3D marker design.

nition process has to be performed within video rate (33ms
in our system).

2.1.1. 3D Marker
we developed the active 3D marker composed of red, yel-

low, green, and blue in each sphere. Fig. 4 shows the ap-
pearance of the active 3D marker. The 3D marker is con-
structed with a water proof box (100× 100 × 100[mm])
and the spheres (diameter;40[mm]) are attached to the water
proof box. The red, green and blue LEDs were installed into
the spherical ball that is covered by the color balloon.

2.1.2. Fitness Function
To estimate the relative pose by comparing target object

and object models, fitness value that is correlation function
representing a matching degree of projected model against
the real target in the image is used as the evaluation parame-
ter. As shown in Fig. 5, there are two areas in model object to
score fitness value namely; the inner one that is the same size
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Fig. 5. Target and model object.

Fig. 6. Flowchart of RM-GA.

as the target sphere and the another one is background area.
The portion of the captured target that lies inside the inner
area of model will score up the fitness value and the portion
that lies inside of the background area will score down the fit-
ness value. It means the fitness value will be maximum when
the target and the model are in coincidence. The overall fit-
ness value is calculated from left image and right image. The
detailed explanation can be seen in previous works [27-29].

2.2. RM-GA

In the process of the 3D pose estimation, it is assumed that
there are many models in the search area, as shown in the left
of Fig.6. In the right of Fig.6 shows the flowchart of the
RM-GA and how the best model is obtained. The previous
research [16] explained why and how the RM-GA developed
for the real-time 3D pose estimation. For determining which
model is closest to the actual target, the fitness function de-
fined in the previous section was used to quantify the correla-
tion between the models and the target. The main task of the
pose estimation process is to search for the optimal model
with the pose that is most strongly correlated with that of the
real 3D marker.

Fig. 7. Controllogic for the propose system.

2.3. Controller
To eliminate the error in relative pose to the target, Blue

ROV’s unique P control is used. Even though the proposed
system estimates all six variables of pose, torque aroundx-
axis andy-axis are neglected in control system because the
x-axis andy-axis rotations are naturally restored to zero by
the restoration torque made by thez-axis distance between
the center of buoyance and the one of gravity. Therefore,
only four degree of freedom is considered in control system.
The proportional gain for each thruster is tuned according to
the experimental results. The block diagram of the proposed
control system is shown in Fig. 7.

Rotation
(aroundZH axis in Fig. 2) : ν1 = kp1(ε3d

− ε3) + 2.5 (1)
Back and Force direction

(XH axis in Fig. 2) : ν2 = kp2(xd − x) + 2.5 (2)
Left and right direction

(YH axis in Fig. 2) : ν3 = kp3(yd − y) + 2.5 (3)
Vertical direction

(ZH axis in Fig. 2) : ν4 = kp4(zd − z) + 2.5 (4)

where,ν1 is input voltage for vertical thrusters for rota-
tion movement of ROV aroundz-axis (ZH in Fig. 2); ν2 is
input voltage for vectored thruster (shown in Fig. 8(a)(b)) for
movement of ROV in back and forth direction (XH in Fig.
2); ν3 is input voltage for vectored thruster for movement of
ROV in right and left direction (YH in Fig. 2), andν4 is input
voltage for vertical thruster (shown in Fig. 8(d)) for move-
ment of ROV in vertical direction (ZH in Fig. 2). Note that
the rotation of vehicle is controlled by four vectored thrusters
that rotate in opposite direction.

2.4. Underwater Robot
Remotely controlled underwater robot used in this ex-

periment (manufactured by BlueRobotics, maximum depth
100 m) is shown in Fig.8. Two fixed forward cameras with
the same specification (imaging element CCD, pixel number
380, 000 pixel, signal system NTSC, minimum Illumination
0.0035 lx, no zoom) are mounted on ROV. The2 fixed for-
ward cameras are used for three-dimensional object recog-
nition in visual servoing. In the thruster system of ROV,4
vectored thrusters and4 vertical thruster are installed. The
specifications of main hardware components are summarized
in Table 1. The thrust of the vectored thruster acts in the hor-
izontal direction(XH andYH in Fig. 2). The thrust of the
vertical thruster acts in the vertical direction(ZH in Fig. 2).
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Fig. 8. Overview of ROV: (a) front view, (b) back view, (c)
side view, (d) top view.

Table 1. Specification of ROV.
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Note that therotation of vehicle is controlled by four vec-
tored thrusters that rotate in opposite direction(ε3 in Fig. 2).

3. EXPERIMENT OF VISUAL SERVOING

Experiments were conducted in simulated environment in
order to verify the effectiveness of the proposed visual ser-
voing. Firstly, the experiment in which the underwater robot
keeps the relative pose with fixed target, was conducted while
setting the experimental conditions approving that the robot
is regulated to the final pose against the target object.

3.1. Experiment Environment

A pool (length×width×height,2m × 3m × 0.75m)filled
with tap water was used as an experimental tank for under-
water robot experiments. Based on the images which are
given by binocular camera, the pose information is calcu-
lated through model-based matching method and RM-GA.
The experimental layouts of the recognition experiments
are shown in Fig.9. In Fig.9,ΣHandΣM are the coordi-
nate systems of the ROV and 3D marker. In the initial
position, The distance between the dual-camera and ROV
is set to (x, y, z) = (600, 0, 0)[mm], ε3 = 0[◦], where
x[mm], y[mm], z[mm], ε3[◦] represent the position and ori-
entation of the target object recognized by GA. In order to
regulate the underwater robot with this desired relative pose
to the target, the calculated values are output to each thruster.

3.2. Experiment results

Fig.10 shows the time variation of the fitness value at the
time of GA recognition of underwater robot that was regu-
lated inxd = 600[mm], yd = 0[mm], zd = 0[mm], ε3d =
0[◦]. According to the experiment result, it can be seen that
the fitness value is maintained above 0.5. In general, when
performing visual servoing, RM-GA recognition accuracy is
thought to be necessary0.4 or more. It seems that the esti-
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Fig. 9. Experimental environment using passive ROV and
3D marker.

mated position are continuously recognized including large
errors from the target values30− 40[s] and168− 175[s] for
the position in thex-axis direction and around80[s] for the
position in they-axis direction. However, it can be said that
it is allowable error range in Visual servoing, because it is
understood that it is within the field angle regardless of the
error from the photograph of Fig.10 camera images of B, C,
D.

4. EXPERIMENT OF DOCKING

The result of the visual servoing experiment, it was proven
that the attitude control was possible with the stable fit-
ness.Then, the docking experiment was carried out in the en-
vironment equal to the visual servoing experiment.

4.1. docking control sequence
This docking control experiment was performed as shown

in (a) to (d), and will be described in detail below.

(a) Visual Servoing step
With a 3D marker in the camera image, the camera follows

the target relative position[xd, yd, zd] = [600, 0, 0]. The at-
titude is expressed as a quaternion, and by followingε3 = 0
with visual servo as a target, the camera is facing the 3D
marker. ε1, ε2is the position about thexH , yH .The reason
for settingyd = 0[mm], zd = 0[mm] is to adjust the off-
set between the position of the 3D marker and the fitting hole
and the positional relationship between theΣH origin and the
fitting rod. When the state of the error allowance (|yd − y| ≤
40[mm], |zd − z| ≤ 40[mm], |ε3 − ε| ≤ 5[◦]) continues for a
certain period of time in the state where the ROV and the 3D
marker are directly paired, it shifts to (c)Docking step.
(b)Docking step

When the|yd − y| ≤ 40[mm], |zd − z| ≤ 40[mm] is sat-
isfied, the ROV advances in thex-axis direction at a speed
of 30[mm/s] and fits into the fitting hole by time-varying
the target value in the depth direction with thexd = 600 −
30t[mm] (t: when fitting is started,t = 0[s]). Whenxd

reaches the final value of350[mm], the ROV moves to the
position where fitting is completed. However, if the fitting
condition (The error in they-axis andz-axis is±40[mm] or
less.) is not satisfied halfway, the current time-varying target
value in the/axis direction is fixed and the camera returns to
(a)Visual Servoing step.
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Fig. 10. experiment of visual servoing. The graphs on the left are Fitness value, Position inX, Y, andZ-axis Direction, and
Orientation aroundZ-axis from the top. Right column shows the camera images from ROV, where (a) to (e) corresponded
to the time indicated by (a) to (e) shown in left hand side time profiles of docking datum.

(c)Docking Completion step
In this state, as in the Visual Servoing state, the 3D marker

is controlled to maintain a certain relative position and atti-
tude([xd, yd, zd] = [600, 0, 0][mm], ε3d = 0[◦]).
(d)Launching step

If the controllable fitness of fit is maintained, the process
shifts to (d)Launching step. In order to return to the initial
position completely, the target value is gradually changed
and returned.

4.2. Experiment results
Fig.11 shows the distance between the ROV and the 3D

marker and the RM-GA goodness of fit over time in 10 con-
secutive docking experiments. There was no significant dif-
ference in the docking time of 10 times, and the each docking
from start to finish took an average of about100[s]. Next, the
results of the seventh docking experiment out of 10 consecu-
tive docking experiments are shown in fig.12. The graph on
the left in Fig.12 shows the fitness value, position in the x, y,
and z directions, and angle in the z axis rotation direction as
time profiles. The right side of Fig.12 is a camera image of
an elapsed time point from (a) to (f) in the graph. (a) indi-
cates when the sixth experiment was completed, (b) indicates
when the underwater robot returned to the initial position, (c)
indicates when docking started, (d) indicates when the target
value of the underwater robot became the docking point, (e)
indicates when the estimated value of the underwater robot
became the docking point, and (f) indicates when docking
was completed. It can be said that the docking condition was
easily satisfied, because in the docking, the position in each
direction followed the target value, and it was within the error
tolerance. However, there is an instant in the z-axis direction
which is outside the error tolerance. This may be caused by
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Fig. 11. Experiment of 10 times continuous docking in the
pool. The graphs are Fitness value and Position inX-
axis Direction. The numbers represent the lengths of the
first to tenth docking experiments, respectively.

insufficient evolution of RM-GA. Therefore, it was proven
that countermeasures such as increasing the evolution num-
ber of RM-GA were necessary.

5. CONCLUSION

It was confirmed that visual servoing experiment and
docking experiment were possible using newly introduced
underwater robot. As future development, the research of
more advanced autonomous underwater robot is advanced by
improvement of evolution part in RM-GA and remodeling of
ROV to AUV.
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